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Abstract

One of most important issues in providing performance guaranteed service is
the design of the packet scheduling algorithm at each switching node. In
packet-switched networks, packets from different connections interact with each
other at each switching node. Without proper control, the interaction of each packet
will affect the performance of each connection. The packet scheduling algorithms
control the order in which packets are serviced and determine the relation of the
interaction at each connection. In this paper, we reviewed a lot of scheduling
algorithms and traffic models.

We will study the property of these algorithms and compare these packet
scheduling algorithms focusing on end-to-end delay bound, fairness, and
implementation time complexity.
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1 Introduction

A network with QOS service requires a resource reservation scheme to
allocate network resources for individual connections. Two mechanisms affect the
design of a resource reservation scheme are connection admission control
mechanisms that: limits the number of allowable connections and the traffic
policing mechanisms that specify the traffic of individual connections [1,2]. With
the proper design of these mechanisms the network will admits a large number of
connections, leading to a high network utilization.

Future high-speed networks must support a wide variety of traffic classes with
different QOS requirement. Dependiﬁg on the type of QOS guarantee being
provided, the service model can be classified into three classes: deterministic
guarantee, statistical guarantee, and best effort services [3-6]. A deterministic
guarantee is a QOS guarantee for a connection that holds for every packet
transmitted over the network during the connection duration. Statistical guarantees,
in contrast to deterministic guarantees, are not required to hold for every packet
transmitted during the connection duration. For example, a typical statistical
guarantee might require 95% of a connection's traffic to meet an end-to-end delay
requirement of 100 ms. Since our research is limited to the deterministic guarantees,
we will review these factors at section 2.

The Internet provides a best-effort service to all of its applications. That is, the
Internet makes its best effort to trarismit each of the sender's packets to the receiver
as quickly as possible. One of most important issues in providing performance
guaranteed service is the design of the packet scheduling algorithm at each
switching node. In packet-switched networks, packets from different connections
interact with each other at each switching node. Without proper control, the
interaction of each packet will affect the performance of each connection. The

packet scheciuling algorithms control the order in' which packets are serviced and
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determine the relation of the interaction at each connection. In. this paper, we
reviewed a lot of scheduling algorithms and traffic models. We will study the
property of these algorithms and models and compare these packet scheduling
algorithms focusing on end-to-end delay bound, fairness, and implementation time
complexity.

The remainder of this paper is structured as follows. In section 2 we present
the traffic model, the packet scheduling algorithm, and the methods for the
computation of the end-to-end delay bound. In section 3 we compared and
analyzed S rate-based packet scheduling algorithms focusing on end-to-end delay
bound, fairness, and implementation time complexity. Finally, we will conclude our

discussion in section 4.

2 Background Reviews

2.1 Traffic Characterization

A traffic characterization appropriate for use in a deterministic delay
guaranteed service must satisfy four requirements [7]. First, the characterization
must provide a worst case description of the source traffic that determine an upper
bound on a source's packet arrival. Second, the characterization must conform to a
parameterized traffic model such that a source can specify its traffic
characterization to the network with parameters. Third, it must conform to traffic
policing mechanisms, which can be implemented such that the network can enforce
a source's traffic characterization. Finally, it must be sophisticated enough to
describe the traffic accurately such that the connection admission mechanisms can
estimate the resources requirem'ent's by the connection.

Since a deterministic service provides worst case guarantees, a traffic

characterization must specify the worst case traffic of a connection [1,2]. Let 4
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denote the actual traffic on a connection, where [r,7+¢] denotes the traffic
arrivals at time interval [r,7+¢]. Then a worst case characterization of the
traffic 4 is given by a traffic constraint function 4°, which provides an upper
bound on A. That is, a function 4" provides a bound for A4 if for all times
720 and ¢2>0 the following holds:

Alr, Tt +t]< A°(1)

Since a traffic constraint function 4" bounds the maximum traffic over any
time interval of length ¢, the connection admission control can be made
independent of the starting time of a connection. Practical traffic characterizations
are obtained from a parameterized traffic model that express the maximum traffic
admitted by some traffic policing mechanism.

Even the use of the traffic models is essential to practical traffic characteristics;
many traffic models are not enough to characterize some traffic sources. For
example, video traffic compressed with the MPEG compression algorithm has
complex and irregular timely correlations those are difficult to characterize
accurately with a function of few parameters. In general, a model with more
parameters can achieve a more accurate or tight traffic constraint function.
However, the additional parameterization causes an increase in the complexity of
policing the traffic model. Therefore, the selection of an appropriate traffic model
for a deterministic service must find a compromise between the high complexities
preferred by the connection admission control mechanisms and the simplicity
required for the implementation of traffic policing mechanisms [8,9].

In this section, we review 5 traffic models that have been considered for use in
deterministic delay guaranteed service. We formulate the traffic constraint function

A’ for each traffic model and discuss traffic policing mechanisms.
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2.1.1 Peak-rate Model

The peak-rate model is the simplest and most widely used traffic model. For
this model, two parameters are used to describe traffic for a connection: the
minimum inter-arrival time X,_, and the maximum transmission time s™ of
any packet. The maximum traffic for a connection that conforms to peak-rate

model is given by the following traffic constraint function:

A= ﬂxﬂ J+1]sm“,w >0

2.1.2 (r,T) model

A rate parameter r and a framing interval T are used to describe the traffic
for the .(r,T)-model [10]. Time is partitioned into frames of length T, and the
maximum traffic for a connection during any time frame is limited to r7T bits.
Hence, the (r,7) model enforces an average rate » and allows for some bursts.
ﬂk
rT
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Figure 2.1 Illustration of the jumping window

Traffic conforming to the (r,7) model can be policed with the jumping

window policing mechanism [11]. At the beginning of each frame, a credit counter
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is set torT . When each bit enters the network, this counter is decremented by 1.
Packets can only enter the network if sufficient credits are available, that is, the
counter is always non-negative. Every T time units, the credit variable is reset to
rT . If the arrival of a packet will result in a negative counter value, it will not be
allowed into the network and will be discarded or buffered until next frame. This
mechanism is illuétrated in Fig. 2.1, where we plot the value of the counter over the
period of 4 frame times. In this figure, the credit variable is reduced whenever a
packet arrives to the scheduler. The credit variable is not depleted during the first
interval, but it is shown to fully drain in next frame interval. The traffic constraint

function for the (#,7)-model is given by

,(0)=({%J+1}41Vt20

In Fig. 2.2, we illustrated the traffic constraint function.
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Figure 2.2 Traffic constraint function for the (r,7) model
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2.13 (0', p) Model

'

/

v

Time
Figure 2.3 llustration of the leaky bucket for the (0', p) model

A burst parameter o and an average rate parameter p are used to describe
the traffic of the (cr, p) model [2]. The traffic from a connection over any interval
of length ¢ is limited to o + pr. The traffic conform to the (o, p) model can be
policed by a well-known leaky bucket policing mechanism [12,13]. A credit
counter is initialized to o, and traffic may only enter the network if the credit
- counter is nonzero. The credit counter is decremented for each bit that enters the
network, and the credit counter is incremented continuously at rate p when the
value of credit counter is less than o . The credit counter of a leaky bucket is
illustrated in Fig. 2.3. In this figure, the credit counter is reduced by the packet
transmission time of new packet arrivals and that is always increased at rate p
when its value is less than o . This model enforces a rate o while allowing some

burst up to o . Detailed discussion about leaky bucket can be found in ref. [12].

The traffic constraint function for (0', p) model is denoted by L' and obtained as

follows:
L'(t)y=c+pt,Vt>0
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Figure 2.4 Traffic constraint function for the (o, p) model
We illustrate L'(¢) in Fig. 2.4. The (O',p) model is more flexible than the
(r,7) model. In (0', p) model, the burrstones parameter o is independent of
the average rate p.In (r,T)model, the maximum burst is proportional to the rate

and is given by 2rT .

2.1.4 (Z,ZJ Model

A generalization of the (0', p) model is the (;, ;) traffic model that
corresponds to a traffic policing mechanism where multiple leaky buckets are
connected in series. For a connection that conforms to the g‘,,_o) model with a set
of n pairs {(o,,p, )}] <i<n» the amount of traffic admitted to the network is limited
by each of the (cr., p,.) pairs [2,14]. The traffic constraint function, denoted by L,

i

is a function consisting of n piecewise linear segments and is given by

L ()= minlSiSn {O',. + p,.t}, V20

We illustrate the traffic constraint function L, for three (0', p) pairs in Fig. 2.5.
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Figure 2.5 Traffic constraint function for the (a, p) model
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Figure2.6 Traffic constraint function for the (X iy X oo s sm") model
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In the (X mins X aves | ,s“‘a") model, X, is the minimum packet inter-arrival
time, X, is the maximum average packet inter-arrival time over any time

interval of length 7, and s™" is the maximum packet transmission time [3,5].
This traffic model limits the peak rate of a connection and ensures that the traffic

max

admitted during any interval of length / is at most . The traffic constraint

ave

function is illustrated in Fig. 2.6 and given as follows:

A0 =L 5 min 1—[1 N B
I Xave 1 I Xmin Xave

The traffic models described above have all been considered for use in

deterministic delay guaranteed service. However, the choice of a particular traffic

model must be consider the following two requirements:
®  The model should accurately describe the traffic pattern of the
connection.
®  The policing mechanism should have simple implementation.

The evaluation of the various traffic models with respect to these two

requirements can be found in ref. [11,14,15].

3 Packet Scheduling Algorithms

‘Packets from different connections multiplexed on a single output link of a
switching node are stored in a transmission queue, and the packet scheduler at the
switching node determines the transmission order of these packets. The set of rules
a packet scheduler uses for ordering queued packets is called the packet scheduling
algorithm. The packet scheduling algorithm at the output link of a switching node
manages three independent resources: bandwidth (which packets are transmitted),
promptness (when are those packets transmitted) and buffer space (which packets

are discarded)[16]. The allocation of these three resources will affect the three
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performance parameters: throughput, delay, and packet loss ratio.

A packet scheduling algorithm can be classified as work-conserving and
non-work-conserving [17,18]. With a work-conserving packet scheduling algorithm,
a switching node is never idle when there is a packet to transmit. With a
non-work-conserving packet scheduling algorithm, the switching node may be idle
even when there are packet waiting to be transmitted. In this section, we will
describe five work-conserving packet scheduling algorithms: Virtual Clock
(VO)[19], Weighted Fair Queueing-(WFQ)[20-22], Self-Clocked Fair Queueing
(SCFQ)[23], Start-time Fair Queueing (SFQ)[24], and Minimum Starting-tag Fair
Queueing (MSFQ).

3.1 Virtual Clock

The VC packet scheduling algorithm aims to emulate the Time Division
Multiplexing (TDM) system. On packet arrival, the VC server will assign each
packet a virtual clock value and service the packet in their increasing order of
virtual clock values. If connection f is reserved a rate r, at server i, then the
virtual clock value for the k —th packet of connection f, pj , denoted by
VCi( pf,) is computed as follows [45][57}:

VCi(p2»)=O

i kN _ i k i k-1 l;
VC (pf)—max{A (pf),VC (pf )}+r— ......................................... (3.1)

A

Where A'(p}) be the arrival time of packet p’ at server i and I} is the
length of packet pf. The delay guarantee of VC was presented in [25,26] under

the condition that, Z,, r, <C', where B'(t) represents the set of backlogged

eB'(1)

connections at time ¢, C’ is the capacity at server i, and n is the index of
connection.
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Figure 3.1 Illustrations of the FCFS and VC

In Fig. 3.1, we use an example (given by ref. [24]) to illustrate how VC works.
In this example, there are three connections that share the same output link. Each
connection specifies its traffic characteristics and reserves enough resources.
Connection 1 has an average packet inter-arrival time of 2 time units; connection 2
and connection 3 have an average inter-arrival time of 5 time units. We assume
packets from all connections have the same packet length, and the transmission
time of one packet takes one time unit. Hence, connection 2 and connection 3
reserve 20% of the link bandwidth and connection 1 reserves 50% of the link
bandwidth. The arrival traffic patterns for these three connections are shown in the
first three lines of the figure. In this figure, connection 2 and connection 3 transmit
packets at higher rates than reserved, and connection 1 transmit packet according to
its specified traffic pattern. The fourth line shows the service order under the First
Come First Serve (FCFS) packet scheduling algorithm. In this case, even

connection 1 reserves more resources; the misbehavior of connection 2 and 3 will
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affect its performance.

The VC packet scheduling algorithm assigns each packet a virtual finishing
time based on the arrival pattern and the reservation of the connection to which the
packet belongs. The fifth line shows the virtual finishing times. The service order
of the packet under the VC packet scheduling algorithm is shown in the sixth line.
Even connection 2 and 3 are transmitting packets at higher rates, the VC packet
scheduling algorithm ensures that each well-behaving connection (for connection 1)
get good performance. The VC packet scheduling algorithm has a drawback that a
connection may be penalized for utilizing spare bandwidth that it received when
other connections were idle [21,24]. The next packet scheduling algorithm will
address this problem.

3.2 Weighted Fair Queueing

The WFQ packet scheduling algorithm (known as Packet-by-packet
Generalized Processor Sharing) is an approach to approximate the Generalized
Processor Sharing (GPS) policy [20-22]. With GPS, there is a separate FIFO queue

for each connection sharing the same output link. A GPS server is characterized by
N positive real number, ¢,4d,,...,4, , each corresponding to one queue. At time ¢,

¢

the service share for a non-empty queue f 1is , where B'(t) is the set

)

jeB'() VJ

of backlogged connections at time . Thus, the bandwidth allocates to all
connections are proportional to their service shares. However, GPS is impractical to
implement since it does not transmit packets as entities but rather requires
bit-by-bit multiplexing. To address this problem, WFQ have been considered.

WFQ approximates GPS in the same way that VC approximates TDM.
Packets are assigned virtual finishing times corresponding with the time they would
complete transmission in a GPS system. In this paper, we assume the Rate
Proportional Processor Sharing (RPPS) network [3], that is, ¢, =r,. Hence, on

packet p; arrival, the PGPS server i will assign two tags: starting tag S'( p;)
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and finishing tag F'( pf) , computed as follows:

F'(p})=0
(O OO (3.2)
'dt ZjeB'(r) v
S'(py)y=max{v'(4' (Py), F'(py Ok 2 ] (3.3)
. . 1%
F'(p_’/f~)=S'(p;)+r'—’,k21 ......................................................................... (3.4)

!

The server will service packets in increasing order of their finishing tags. In
[21,22], the end-to-end delay guarantee was presented under the RPPS network. In
Fig. 3.2, an example (is given by ref. [21]) shows the difference between WFQ and
VC. There are two connections; each with a reserved rate of 0.5 packet/sec.
Assume all packets are fixed size and channel capacity is 1 packet/sec. At time
interval [0,900), packets from connection 1 arrive at a rate of 1 packet/sec and
none from connection 2. At time 900, \450 packets of connection 2 arrive at a rate
of 1 packet/sec. According to the packet schéduling algorithms, the order of the
packet being serviced are described in Figure 1. After time 900, all packets of the
connection 2 will be served before any packets of connection 1 in VC server. For
WFQ server, packets will be served interleaving. The different behaviors of VC and
WEFQ are due to that, in VC server, the delay of a packet depends on the arrival
history of the connections. When a connection is misbehaved, it willibe punished
for some time. In WFQ, the virtual time of the packets depend on how many
connections are backlogged in the server. The dependencies on how many
connections are backlogged in the server that introduces extra complexities for
WFQ. Since the system needs to emulate GPS and keep track of the number have
backlogged connection at any moment in GPS.‘ To reduce the complexity of

computing virtual times, next packet scheduling algorithm, SCFQ, address this
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problem.
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VC service order

WEFQ service order

Figure 3.2 Illustrations of the VC and WFQ

3.3 Self-Clocked Fair Queueing

The SCFQ proposed in [23], was designed to simplify the PGPS. The SCFQ
packet scheduling algorithm instead computes a sorting criteria that uses using the
progress of its own scheduler as a reference rather than that of a simulated GPS
scheduler. This algorithm is based on the observation that the system's virtual time
at any moment ¢ may be estimated from the virtual service time of the packet
currently being serviced. Hence, on packet arrival, the SCFQ server i will assign

packet p; with finishing tag F'( p;) , computed as:

F'(p;)=0

A ) o 1t
F'(p;)=max{F'(p}"),V’(A’(pj))}+ri,k21 ......................................... (3.5)
S

The server virtual time, v'(¢), is defined to be equal to the finishing tag of the
packet being serviced at time ¢, and v'(f)=t when the server i is idle.
References [23,27] have shown the end-to-end delay bound of SCFQ under the
RPPS network.
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Figure 3.3 Illustrations of the WFQ and SCFQ

CFQ service order

While the computation of the virtual time in simpler in SCFQ, the inaccuracy
incurred can make SCFQ perform much worse than WFQ. In Fig. 3.3, we use an
example (given in ref. [24]) to illustrate this inaccuracy. Assume all packets have
the same packet length of 1, the link capacity is 1, the guaranteed service rate for
connection 1 be 0.5, and the guaranteed service rate for connection 2-11 be 0.05.
Under WFQ, the virtual finishing times will be 2k for packets pl", k=1,---10,
20 for packets p,, j=2,---11, and 21 for p;', sending packets in order of
virtual finishing times, WFQ will produce the service order as shown in the fourth
line of Fig. 3.3. When SCFQ is used, at time 0, same as in WFQ, itis p; that has
the smallest virtual finishing time, and it receives service first. At time 1, all
packets p, i=2,---,11, have virtual finishing time of F' =20. We use the order
for the number of connection as the service priority. The first packet from
connection 2, p,, is served. Since SCFQ uses the finishing time of the packet in

service as the current virtual time, we have F, =20. Therefore, when p? arrives

at time 2 , the virtual finishing time for this packet is set to be
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F? = max{2,20}+2 =22. Among all the packets ready to be served, p? has the
largest finishing number. Finally, p! will not be service until all other ten
pl,i=2,---11, packets finish services.

3.4 Start-time Fair Queueing

Traditionally, packet scheduling algorithms have been analyzed only for
servers whose service rate is constant. However, service rate of flow-controlled,
broadcast medium and wireless links may fluctuate over time. Fluctuation in
service rate may also occur due to the variability in CPU capacity available for
processing packets. In order to accommodate such scenarios, Start-time Fair
Queueing (SFQ) packet scheduling algorithms is proposed [28].

In SFQ packet scheduling algorithm, each packet is assigned two tags, a
starting tag and a finish tag. Unlike WFQ and SCFQ, packets are scheduled in
increasing order of their starting tags at SFC server. Upon packet pf arrival, the
SFQ server i will assign two tags: the starting tag S'( pf) and the finishing tag
F'(p}), computed as follows [28]:

F'(p})=0
S"(pj)=max{v’(A»"(pf)),F"(p;'l)},k21 ................................................. (3.6)
. , I*
F'(p;)=S'(p;)+7f-,k21 ......................................................................... 3.7

s

The server virtual time, v'(f), is defined to be equal to the starting tag of the
packet being serviced at time ¢. References [28] have shown the end-to-end delay
bound of SFQ for variable rate Fluctuation Constrained and Exponentially
Bounded Fluctuation servers.

SFQ is suitable for integrated service networks since
® It achieves low average as well as maximum delay for low-throughput
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applications.
® It provides fairness, regardless of variation in server capacity.
@® It enables hierarchical link sharing.
@ It is computationally efficient.

3.5 MSFQ packet scheduling algorithm

In this section, we will describe MSFQ packet scheduling algorithm. We
assume that (a) there is a separate queue for each connection sharing the same
output link. (b) The queue size of each connection is large enough such that there is
no buffer overflow. (We can determine the queue size for each connection based on

the delay of each connection.) (c) Each switch will reserve rate r, for each

connection f . (d) For network stability, we let > r, < C' ateach server i.

feB'(1)

That is, the sum of the reserved rate of all backlogged connections is less than the

server capacity. The MSFQ operates in the following way:

(1) On packet arrival, packet p} is stamped with finishing tag F'(p}) and
starting tag S’( pfr) at server i, computed as:

F'(py)=0

vi(t) = minjeBi(t);\j¢f S; (t) ................................................................................ (3.8)

Si(P}) = max{vi(Ai(P;))a Fi(p;"')}, o> 1 oo (3.9)
ok . It

F'(p/)=S‘(Pf)+rL,k21 ....................................................................... (3.10)

!

(2) Packets are serviced in the increasing order of finishing tag.
MSFQ is almost the same as PGPS, except for the assignment of virtual time.
This difference makes MSFQ much easier implement than PGPS. However MSFQ

still can provide the same end-to-end delay bound and fairness PGPS does [29].
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3.6 Computation of the End-to-end Delay Bound

Two methods can be use to provide end-to-end delay bounds on a per
connection basis in a packet switched network environment. One solution is to
obtain worst case delay bounds at each switching node independently and use the
sum of the local delay bounds at each switching node as the end-to-end delay
bound [3-5, 30]. The other solution can be obtained by taking into account the
dependencies in the successive switches that a connection traverses [21-24]. For
the first method, traffic needs to be characterized on a per connection basis at each
switching node inside the network to derive local delay bound. For the second
method, end-to-end delay bound is derived based on the source traffic
characterization. In general, the traffic needs to be characterized on a per
connection basis at each switching node inside the network.

Even if the traffic of a connection can be characterized at the entrance to the
network. Traffic pattern may be distorted inside the network to make the source
characterization not applicable at each switching node traversed by the connection.
It can be described by the following two reasons: (1) the traffic pattern of a
connection can be distorted due to network load fluctuation, (2) the distortion will
make the traffic bustier and cause instantaneously higher data transmission rate.
This distortion can be accumulated, and downstream switching nodes will face
burstier traffic than upstream switching nodes. Therefore, there are three solutions
to address the problems of traffic distortion [24].

The first is to control the traffic distortion within the network [30]. For the
controlling traffic distortions within the network, some packets need to be queued
when a switching node has the extra capacity. This implies non-work-conserving
packet scheduling algorithms. With a non-work-conserving packet scheduling

algorithm, the switching node may be idle even when there are some packets
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waiting to be transmitted. For the two reasons that the non-work-conserving packet
scheduling algorithm were seldom studied in the past. First, most of previous
performance analyses emphasis the average delay of all packets and average
throughput of the switching node. With a non-work-conserving packet scheduling
algorithm, a packet may be queued in the switching node even when the switching
node is idle. This will increase the average delay of packets and decrease the
average throughput of the switching node. Secondly, in guaranteed QOS service,
the more important performance index is the end-to-end delay bound rather than
the average delay. Delay needs to be bounded in an end-to-end situation rather than
just in a single node. All of the non-work-conserving packet scheduling algorithms
can be expressed as a general class of packet scheduling algorithms called
rate-controlled service discipline (RCSP) [30]. RCSP consists of two components:
a rate-controller and a scheduler. The rate controller that consists of a number of
regulators shapes the incoming traffic. The scheduler multiplexes eligible packets
coming from different regulators. By having different combinations of regulators
and schedulers, a general class of packet scheduling algorithms can be obtained.
Furthermore, by appropriately setting parameters for regulators and local delay
bounds at schedulers, RCSP can provide end-to-end delay bounds [31,32].

The second is to account for traffic distortions during scheduling [5]. Instead
of scheduling packets according to their actual arrival times, the switching node
assigns each packet an expected arrival time based on its traffic characterization
and arrival history, and schedules packets based on their expected arrival times.
PGPS, SCFQ, WFQ, MSFQ, and VC use this approach. The packet scheduling
algorithm and connection admission control policy ensure that the packet is
guaranteed to leave before the deadline, or at most some times units after the

expected arrival time of the packet.
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The third is to characterize the traffic inside the network [22]. This approach
employs a two steps technique. In the first step, analysis of a single node technique
is developed to characterize the output traffic of a switching node given the
characterizations of all its input traffic. In the second step, starting from the
characterizations of all the traffic of the source connection, an iterative process
push the traffic characterizations from the links at the edge of the network to those
inside the network. However, this method has several limitations: (1) characterizing
the traffic inside the network is difficult and may not always be possible [22]. (2) It
only applies to networks with constant delay links [4]. (3) The characterization
represents a burstier traffic inside the network than that at the entrance, and is

independent of the traffic model of the source connection [2].

Chapter 4 Comparison of scheduling algorithms

In this section we compared 5 rate-based packet scheduling algorithms
focusing on end-to-end delay bound, fairness, and implementation time complexity.
4.1 Comparison of end-to-end delay bound

We compare the end-to-end delay bound provided by these rate-based
scheduling algorithms under the condition that all of the source traffic conforms to
a leaky bucket with parameter (o ,,7,).

For PGPS, VC, and MSFQ, the end-to-end delay bound of connection f is
given by
gt < o, +(M-DIT*  Mm

b + Z . 4.1)

rf i=1

For SCFQ, the end-to-end delay bound of connection f'is given by

it <% H(M DI

Z gi ..................................................... (4‘2)

rf i=l meB' (t)am=f
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For SFQ, the end-to-end delay bound of connection f is given by

In table 1, we use an example to explain the effects of different delay bounds
(The end-to-end d_elay bounds for MSFQ, VC, and PGPS are the same, we use
MSFQ to denote these three scheduling algorithms.). We assume an ATM network
environment, of channel capacity C = 150 Mb/sec, packet length / = 424 bits,
reserved rate r, 1.5 MB or 30 MB, the number of backlogged connections V = 37
or 360, the number of hops that connection ftravel, K = 10, to compare the results
of different conditions. From row 1, when the application is low throughput and the
number of connections is small, SFQ is the best, which has been proved in [28].
When the number of connections increases to 360, the delay bound for MSFQ is
still not changed and the delay bound fé)r SCFQ and SFQ is larger. For high
throughput application, the advantage of MSFQ becomes clear. The reason for this
phenomenon is obtained from equations (4.1)-(4.3). The delay bound of SFQ and
SCFQ is related to the number of backlogged connections at server i. As the
number of backlogged connections increases, the end-to-end delay bound increases.
Besides, this factor will make admission control more difficult in high-speed
networks. When the connection established, the admission control procedure must
know the number of backlogged connections, however it will change in short time,
resulting an incorrect delay bound. If we let V be the number of maximum allowed
connections, it will underutilize the network bandwidth. Because the same
end-to-end delay bound, you must reserve a more large service rate. Therefore, we
conclude that SFQ can be applied for low throughput application, but for the

general environment, the MSFQ is a more suitable candidate.
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MSFQ SCFQ SFQ
-15
ry %0512 | ZLizser | ZLi763
V=37 15 LS 1.5
-15
ry Zrv05m2 | 2412720 | 2L 49803
V =360 1.5 1.5 1.5
=30 -
Yy 91 4156 91 11145 2r 41032
V=37 30 30 30
=30 . -
i %r 4156 %r 410303 | ZL+10162
V=360 | 30 30 30

Table 1 The Comparison of delay bound under different conditions

4.2 Comparison of fairness

We calculate |

W.(t,t : : i
(st W, (t,t) | through any interval [t,,t,] in which
r

v .
both connections f and m are backlogged for rate-based packef scheduling
algorithms.

For PGPS, fairness is given by

max lmax ] max max lmax Jmax
max{U, +-= ,Uf+f , +l"' , +-L }
’

v, reoor, A - '

. max li
U, =min{(V - I)T;maxieB(t)(:)}

1

Where V is the number of backlogged connections.

For MSFQ, fairness is given by

max {-—,-"—, max,.,,(--) + ,max, g, (=) +-"—, +-2—}
rf v, v rf v ¥, rf v,

For SCFQ and SFQ fairness is given by
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max
i

max
lm

For VC, fairness is given by
o0
4.3 Comparison of implementation time complexity

In Chapter3, we find that the distinction among various rate-based scheduling
algorithms is the assignment of virtual time. Obviously, this will influence the time
complexity for implementation. From the equation (3.1)-(3.10), we can recognize
clearly for the computation of finishing tag, V'C = PGPS = SCFQ = SFQ = MSFQ
= O(logN) and for the computation of virtual time, VC = SCFQ = SFQ = O(1) <
MSFQ = O(logN) < PGPS = O(N). Hence, consider the implementation time
complexity, VC = SCFQ = SFQ < MSFQ < PGPS.

The selection of rate-based scheduling algorithms is a tradeoff depended on
end- to-end delay bound, fairness, implementation time complexity, and application
requirement. In reference [28], they proposed an example to show there is no
optimal rate-based scheduling algofithm. For real-time communication in

high-speed networks, MSFQ seems to be a better choice.

Chapter 5 Conclusions

Quality of service guarantees of future network application in packet switched
networks imposes stringent performance requirement on the network. This paper
has examined aspects of providing deterministic QOS guarantees to application in

packet switched network. We review the following results.
® We reviewed the traffic models for guaranteed service.
® We reviewed the traffic scheduling algorithms for guaranteed service.
® We compared five packet scheduling algorithms including VC, WFQ,
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SCFQ, SFQ and MSFQ focusing on end-to-end delay boﬁnd, fairness,
and implementation time complexity. The results of comparison make a
design tradeoff depending on end-to-end delay bound, fairness,
implementation time complexity, and application requirement. For
real-time communication in packet switched networks, MSFQ seems to
be a better choice.

We briefly outline directions for future research. Except for the rate-based

packet scheduling algorithms, there is another class called delay-based packet

scheduling algorithms. Delay guarantees for rate-based packet scheduling

algorithms are only available for a restricted set of traffic models. However, the

delay guarantees for delay-based packet scheduling are obtainable for all traffic

models [20]. Generalizing the rate-based packet scheduling algorithm such that

rate-based packet scheduling algorithms can provide delay guarantees under any

traffic model is an interesting problem.
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