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Gait Analysis for Walking Paths

Determination and Human Identification

Meng-Fen Ho , Chung-Lin Huang

Abstract

In this paper, we propose a gait analysis method to extract the dynamic and static
information from the input video for walking path determination and human identification.
Based on the periodicity of swing distances, we may estimate the gait period of each
walking video sequence. For each gait cycle, we depict the dynamic information by
analyzing the distribution of motion vectors, and then describe the static information by
using Fourier descriptors. The extracted dynamic and static information is transformed into
lower dimensional embedding space for human identity recognition. To solve the difference
of walking velocity between the test and training human objects, a hybrid human ID
recognition algorithm is developed to choose the effective feature. Given a test feature
vector, the nearest neighbor classifier is applied for walking paths determination and human
identification. The proposed algorithm is evaluated on the CASIA gait database, and the
experimental results demonstrate a highly acceptable recognition rate, for example, 98% for

normal walking dataset.

Keywords: Gait analysis, human identification.
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I. Introduction

Intelligent video surveillance system
has been widely developed of which the
human identification is one of the most
important  functionalities. Biometric
features are regularly applied for human
identification to

express the unique

property of human object. Common
biometric features include iris, face, speech,
fingerprints, hand geometry, voice, and gait.
Here, we choose the gait posture as our
main feature for human identification.
Comparing with other biometrics, gait
analysis has the advantage of non-contact
and can generate the perceivable biometric
feature for human identification at distance.

However, gait analysis also has some
disadvantages [1]. In the internal factors,
little

accompanying the mood or physical injury

gait posture has a change
of the walking people. In the external
factors, gait can be affected by clothing,
shoes, walking surface, or other
handbag-carrying conditions. Therefore, it
will induce a large gait variation of the
same and reduce

person system

discriminating  ability. Excluding the
internal factors, we attempt to construct a
new system that can identify the human
object based on the gait postures caused

only by some external factors.

A. Related Works

Current approaches of gait analysis
can be divided into two categories:
appearance-based and model-based
[1-16].

directly with the image statistics, whereas

approaches The former deals
the latter models the image data and then
analyzes the variation of its parameters.
The majority of current approaches are the
appearance-based, because they are simple
and fast.

Su et al. [2] propose a method which
both the

approach and the model-based approach to

combines appearance-based
analyze and extract human gait. The static
features include body height, width, etc.
Instead of modeling the human body, the
limb angle information is extracted by
analyzing the variation of silhouette width
to represent the kinematic information of
gait. Then the multi-class support vector
machines are used to identify human object.
In [3], a new feature extraction process is
proposed for gait representation. Each gait
sequence is described by using a
low-dimensional feature vector consisting
of selected Radon template coefficients.
Identification is done by wusing linear
discriminant analysis (LDA). A different
called

comparison is proposed by [4], which

approach component-wise

calculates the distances between silhouettes
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on a component by component basis, and
then combines the component-wise
distances into a common distance metric
for the evaluation of similarity between two
silhouettes.

Han et al. [5]

spatial-temporal gait representation, called

propose a

Gait Energy Image (GEI), to characterize
human walking posture. They combine
Principal Component Analysis (PCA) and
Multiple Discriminant Analysis (MDA) to
transform datasets to a low-dimensional
space and then separate the datasets to
different classes. In [6], they improve
temporal templates called Gait History
Image (GHI). GEI only represents the static
part and the dynamic part on moving
subject, but GHI increases the temporal
better

variation and provides the

performance. Equivalently, the other
authors choose gait moment image (GMI)
as features to emphasize the dynamic
information of human gait in [7]. GMI is
the gait probability image at each key
moment in the gait period.

In [8], they propose an eigen-gait
method to model human motion directly,
and encode the dynamic feature of gait in
pair-wise image similarities of gait images.
Moreover, the authors employ PCA to
reduce the self-similarity plot (SSP) and
use K-nearest neighbor rule to recognize

the human identification. Cheng et al. [9]

propose a novel algorithm for both

automatic viewpoint ~ and  person
identification by using only the silhouette
First,

silhouettes are nonlinearly transformed into

sequence of the gait. the gait
low-dimensional embedding by Gaussian
process latent variable model (GPLVM).
Then the temporal dynamics of the gait
sequences are modeled by hidden Markov
(HMMs). In [10],

represented by a vector of affine invariant

models a gait is

obtained from the binary
With a

histograms of individual silhouette and

moments

silhouettes. combination of
contextual silhouette, a gait appearance
model is represented by a shape descriptor
and gait images plane [11]. The similarity
of gait appearance models are measured by
Jeffrey divergence and dynamic time

warping.
B. System Overview

Generally speaking, the procedure of
gait recognition includes human object
segmentation, feature extraction, and
classification. In this paper, we propose a
different

in using new gait

method which is from the

previous works

characteristics for human identification

without knowing the walking direction of
the person. The novel system will identify
the walking path of human object, and then
his/her

recognize identification.  The
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overview of our proposed system is shown
in Fig. 1.

This system is composed of four main
stages: human silhouettes segmentation,
static and dynamic feature extraction,
dimension reduction of feature vectors, and
the recognition of walking path and human
identification. The first stage is developed
to separate the human object from the
background in binary image sequence,
which includes foreground compensation,
horizontal and vertical alignment, and size
normalization. Then, gait period is
estimated by utilizing the periodicity of
swing distances, and then binary image
sequence is divided into sub-cycles of
silhouette.

The second stage is developed to
extract the static and dynamic features in
each sub-cycle of silhouette. The
intersecting operation is applied to every
silhouette in each sub-cycle to obtain the
static region within each gait period. The
contour of the static region is regarded as
the static feature. Then, we analyze two
continuous image frames in each sub-cycle
to obtain the optical flow measurement as
the motion vector field. By analyzing the
statistics of the motion vector field, we
generate the two-dimensional motion
histogram of the magnitude and the
direction of the motion vectors, which are

regarded as the dynamic features.

In the third stage, we use PCA and
MDA to transform the high-dimensional
feature vectors to the low-dimensional
fourth

discriminant functions and the nearest

subspace. In the stage, the

neighbor classifier are applied to recognize
the walking path and human identification

respectively.

Stage | Stagell 1 Stage lll Stage IV

Segmentation Staic | 1 Static
Separate to T
And e

o Feature | | Similarity
Nomatizton | | O | Expaion | Measuremeat

o
1
i Wi | ., | (FiaD
Estimation Database i Determination Recognition Result
y 1
Dynamic | | Dynamic J
Similarity

Feature | 1
Extraction |1 Measurement

-
v

Transform to
Gray-Level ¥
Imeges

Separate to
Sub-Cyeles

i

Fig. 1. System diagram of our main system.

II. Human Object
Segmentation And Gait
Period Estimation

A. Human Object Segmentation

In our system, we assume the camera
is stationary and there is only one human
object walking through the scene. We use
the foreground video from
CASIJA database.

human

sequences
For each segmented
silhouette in each frame, we
compute the centroid (xc, yc) of the human
silhouette. Then, we compute the width W
and the height H of the human silhouette.
the centroid of the

silhouette to calibrate along the horizontal

We use human

direction, and the vertical direction of the
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frames of size 320x240. Then we use the
centroid to calibrate and then normalize the
human silhouette within the bounding box
of size 161x101 as shown in Fig. 2.

A
(a) (b)
A
(©)

Fig. 2. Human segmentation results of the

view angle 90 degree. (a) The
original image. (b) The extracted
silhouette.  (c)  The

silhouette after

human
calibration and

normalization.

B. Gait Period Estimation

The human walking is treated as a
periodic activity which corresponds to the
total average pixel width of the normalized
foreground. For example, double-support
stance corresponds to the local maximum
average width and legs-together stance
corresponds to the local minimum width.
Therefore, swing distance [6] that
computes the total average foreground
the normalized

pixels’ distance from

foreground center is applied to detect the

started and end frames of the gait period.

Swing distance is described as

XV
2|k
X=X,

=y
2

Vi~
w3
Y=y

b

255 , (D)

where (xc, yc) is the centroid of the binary
silhouette, xI and xr denote the horizontal
positions of the left-most and the
right-most boundary pixels of the silhouette
respectively, yb and yt denote the vertical
positions of the bottom-most and the
top-most boundary pixels of the silhouette
respectively, and I(x, y) represents the pixel
intensity at (X, y).

The periodicity of gait is implied by
the variation of swing distance. The gait
starts

legs-together stance and passes through

period defined here from the

two double-support stances and one
legs-together stance and back to the same
legs-together stance. Local minimum swing
distance is detected and used to separate
gait periods from the video since it is less
affected by background noise than local
maximum. The experimental results for
measuring the periodicity of binary gate
sequence are shown in Fig. 3. Finally, the
binary gait sequence is separated to a

number of sub-cycles.
III. Gait Feature Extraction

In order to get the higher recognition

rate, we must find the discriminative
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characteristics for representing the walking
style of each person. Using the motion
vectors as the dynamic features is not
effective when the walking velocities of the
training video sequence and the test video
sequence are different. It is necessary to
utilize the static features which are
independent of the walking velocity. Here,
we use the Fourier descriptors to represent

the contour of static region as the static

features.

3800

00| o |
8 ; \peak lrll( \t' |- -'peak
: “ ?‘x‘\'”eﬁ [ \x / '\ /ﬁ\ 1
=oml / |
2 =0 | \ J \ l/ \
& 3000 |
-g I/ / \!lli \iﬂa”ey ‘Ill IJ‘-‘"IJEak
&= { ]
) |’ | - \ f[

= II \'l?‘!l/--valle \&--\-'aliey 1

- \JI!- -valley , - i ) . I ‘

2400 10 0 0 i & -

Frame number

Fig. 3. The Swing distance corresponds to
frame numbers. Local minimum of
swing distance represents the

legs-together stance, while, local

maximum represents the

double-support stance.

A. Dynamic Feature Extraction

After using the motion estimation to
find the optical flow field of the video
we evaluate the

sequences, histogram

distribution of the optical flow vector field,

which are treated as the dynamic feature.
From the experimental results, we find
some useless motion vectors due to the
variations of lighting condition, reflecting
condition, shadow, and other reasons. By
using the thresholding, we select only the
meaningful and slightly larger motion
vectors. We partition the magnitude and the
direction of the motion vectors into 10 and
13 intervals respectively as shown in Table
1 and 2.

Table 1. Intervals of the magnitude of the
optical flow vector, where mvm
denotes the magnitude of every

optical flow vector.

Level 1 2 3 4 5

MV, | 1~2 | 2~3 | 3~4 | 4~5 | 5~6

Level 6 7 8 9 10

MV, | 67 | 7~8 | 8~9 | 9~10 | >10

Table 2. Intervals of the direction of the
optical flow vector, where MVO
denotes the direction of every

optical flow vector.

Interval 1 2 3 4 5
R (N A e A [ e .
MVy 12 6 12 6 12 6 12 6 12
Interval 6 7 8 9 10
T g | _ELE| 2z 377
MV, 6 12 12 6 12| 6 12| 6 12

Interval 11 12 13

4zz+7r Sz w

V4
MV 6 12| 6 12 12

Then we combine the magnitude and
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direction histograms to a 2-D histogram.
Supposing there are N gait cycles in the
sequence, after evaluating the overall N
2-D combinational histograms, we utilize
the Bhattacharyya distance to measure the
similarity between these 2-D combinational
histograms. For two discrete probability
distributions p(x) and q(x), over the same
domain X, the Bhattacharyya distance
dbhatt(p,q) is defined as

dbhatt (p,q)= z v p(x)q(x)

xeX ) )

Let MVC() denote the 2-D
combinational histogram belonging to the
interval. The 2-D
MVC(i),
i=1,...,N whose dbhatt(p, q) is lower than
the threshold are truncated as MVC(i), i=
1,...,Nt, where 1< Nt <N. Then, we take

ith gait period

combinational histograms,

the average of the spare 2-D combinational

histograms as

i1 i (3)

Finally, we transform the average 2-D
combinational histogram to a column
vector of size 130x1. The column vector
expresses the dynamic features in the video
sequence. Figure 4(a) shows the silhouette
sequence of one human object, and the
corresponding average 2-D combinational

histogram is demonstrated in Fig. 4(b).

)

Average 2-D Combinational Histogram

(a)

Magnitude L:iel\\xjf“ E‘DEir:-dinn Level
(b)
Fig. 4. (a) The silhouette sequence. (b) The
average 2-D combinational

histogram. (c) The static part of (a).
(d) The extracted contour.

B. Static Feature Extraction

In this paper, we use Fourier
descriptors (FDs) [17] to describe the
contour of the static region within half
cycle as the static feature. The static region
of the human body represents the common
region in each frame within one half cycle.
Assuming S(x, y) represents the common
region in each frame of one half cycle,
where non-moving pixels are highlighted in
binary image S, as shown in Fig. 4(c). For
binary silhouette sequence BI, S can be
obtained by utilizing the intersecting

operation as

S(x,») = BI(x, 1)
- , @




Gait Analysis for Walking Paths Determination and Human Identification: Meng-Fen Ho , Chung-Lin Huang 9

where BI(x,y,t) is the binary value of the
pixel (x,y) in the tth frame, and t is the
time duration of the motion sequence.

FDs are

rotation and scaling of the object. Let the

invariant to translation,

complex array p0, pl,..., pM-1 represent
the boundary belonging to the region of
static part, the kth Fourier transform
coefficient can be calculated as

_ 2rikn

M -1
zp = X pne M
n=0

; )

zk describes the frequency contents of the
shape. Lower frequency components depict
the overall shape, whereas higher
frequency components describe the details

of the shape. The FDs are defined as

ck=|zk+2|/|zl|, k=0,---,M—3. (6)

Finally, we truncate the number of
evaluated FDs to 30. Assuming N is the
number of total gait cycles in the video
sequence, the FDs of N static regions are
combined as a matrix of size Nx30 to

represent the static features.

IV  Human ID Recognition
in Multiple Paths

Given the test video sequence, the
purpose of the system is to recognize the
human walking path and identify the
well. In the

human ID as learning

adopt the dimension

reduction method to map the training

procedure, we

feature vectors onto its embedding feature
space. Then we continue the walking path
classification and the human ID similarity
measurement in the embedding feature

space.
A. Learning Procedure by PCA and

MDA
We combine PCA and MDA [5] to

achieve the best trade-off between the data
representation and the class separability.
PCA is optimal in the sense that it
minimizes the mean square error between
the n d-dimensional dynamic features {x1,

x2,...,xn} and their approximations {yl,

y2,...,yn},

T
y, =[u,..,u.I'x ,k=1,..,n

. (D

where yk denotes the d’-dimensional
feature vector, d’ << d, and ul, u2,...,ud’
represent the eigenvectors corresponding to
the d’ largest eigenvalues.
Assuming  that  the  principal
component vectors {yl, y2,..., yn} belong
to L classes (C1 to CL), MDA selects a
transformation matrix W so that the ratio of
the between-class scatter and the
within-class scatter is maximized. Let the

between-class scatter matrix be defined as
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L o
Sy =X Ni(ye, ~¥)ye, -y

=l , (®)
and the within-class scatter matrix be
defined as

L — —\T
Sy =22y. 0 —¥c,)¥c, —Y¢,)

Sl ©)

where Ni is the number of feature vectors

in class Ci, yCi and Y¢, denote the feature
vectors and the mean vector belonging to

class Ci respectively, and ¥ is the mean
for all
projection Wopt is chosen as the matrix

feature vectors. The optimal
with the orthonormal columns which are
the generalized eigenvectors corresponding

to the m largest eigenvalues,

w's, w

W, ; = argmax

op v _[WI,WZ,...,WL_l]

w’ SWW|

. (10)
There are at most L-1 nonzero
eigenvalues and the corresponding

eigenvectors.  Finally, each training
dynamic feature vector can be represented
as

v, =[Weow, I ugy.u, ] x,

=Txk,k=1,...,n (11)

In our experiments, the training
dataset must be classified to three different
groups according to three different walking
paths of the video sequence. In testing
procedure, given a testing dynamic feature
vector, it can be projected into

(L-1)-dimensional space.

B. Walking Path Determination

We apply Bayesian classifier to divide
the feature space into three decision regions
corresponding to three different walking
paths. The feature vector v belonging to
path i if

gi(v)>gj(v) forallj#i, i=1,2,3

, (12)

where denotes a set of

gi(v)
discriminant function. For multivariate

p(x[wi) 0 N (4. %0) . the

discriminant function can be evaluated and

normal densities

simplified as

1
g(V) == VEVHE ) v+ In p(w,)

—lln|2i|—l,ui’2i_l,ui , i=1,2,3.
2 2 (13)

o e

el
P [T Ty N T N
[P VRN
e T Ty Binen e 41 1ot m e e 2 gt
o0 o0

(c) (d)
Fig. 5. The classification results of test
feature vectors. (a) The training
feature  vectors from three
different classes are projected onto

the two-dimensional feature space.
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(circle:  108°, square:  90°,
diamond: 72°) (b)-(d) The testing
feature

classified to its class.

vector is  correctly

Here, we suppose an equal prior probability
for each p(wl) = p(w2)=
p(w3)=1/3. 5(a) shows the

distribution for training data from three

class, 1i.e.

Figure

different walking paths.

Then using the following decision rule
to divide the feature space into three
decision regions, R , Ry , and s s
which are referred as three different

walking paths,

veR, if g(V)>g,(v) forallj#i, i=1,2,3 (14)

According to the decision rule, we can
classify the feature vector v to the ith class.
Figures 5(b) - 5(d) shows the classification
results for the test data of three different
walking paths.

C. Hybrid Human ID Recognition

Once the human walking path has
been identified, the human identity can be
recognized. Given a testing dynamic
feature vector r, we transform it onto a
low-dimensional  feature space, i.e.,
r'=Tr  The similarity measurement for

dynamic feature vectors is described as

D,(r',v)=n(n=1|r,v,|

1 non
n(n—1) Z Z ”Vi’vf”

where =t =y is the
average distance between training feature
vectors of every two classes, and n is the
number of human objects in the database.
Hence r’ is classified to the kth-human
object if and only if

D,(r',v,)=minD,(x',v ), i=1,,n

For the similarity measure of the static
feature, assuming Ct =[clt,..., cNtt]T is the
testing static feature, and Ci =[cli,...,
cNii]T 1is the
belonging to the ith-human object, where

training static feature
Nt denotes the number of gait cycles and
ckt denotes the Fourier descriptors of the
testing sequence. Ni represents the average
gait cycles, and cki represents the evaluated
Fourier descriptors for the ith-human object.
Using Euclidean metric to measure the

distance in the frequency domain as

min(N,,N,)|| ¢ i
_ Zk=| Ck ~ Ck

min(N, , N,)

D,(C',C")= Hc’ —C!

. (16)
Finally, Ct is assigned to the kth-human
object if and only if
D(C',C*)=minD,(C',C"), i=1,-,n

Here we propose a hybrid human ID

recognition based on the walking velocity




12

B¥ER £-+=8 RE-OOFNA

of human object. If the walking cycle
period of the testing sequence is similar to
the training sequence, the dynamic ranking
is effective; otherwise, the static ranking is
considered. The dynamic ranking identifies
the human ID based on the similarity of the
dynamic features, i.e., Eq. (15), whereas
the static ranking recognizes the human ID
based on the similarity of the static features,
(16). The

identification process

hybrid human
of the
following steps: (1) The difference of gait

ie., Eq.

consists

period between the testing video sequence
(Ptest) and the highest rank of human ID

from the database (émi") is calculated. (2)
If the difference is lower than threshold TP,
we will recognize human ID by dynamic
ranking. (3) If the difference of the periods
is higher than threshold TP, we calculate
the average similarity distance of static
feature and compare with threshold TD to
determine which ranking is better. (4)
When the average similarity distance is
lower than threshold TD, we will recognize
the human ID by static ranking; otherwise,
the dynamic ranking 1is chosen. The
flowchart of the hybrid human ID

recognition is described in Fig. 6.

A

P

train

P

test

Dynamic
Ranking

Ranking
Fig. 6. The flowchart of the hybrid human

ID recognition.

V. Experimental Results

The gait video sequences in CASIA
database [18] are used to evaluate the
effectiveness of our proposed system. The
database consists of 124 subjects captured
from 11 different views simultaneously,
and has 10 walking sequences for each
individual. There are six normal walking
sequences (i.e., Set A), two carrying-bag
(i.e, Set B) and two

wearing-coat sequences (i.e., Set C) as

sequences

shown in Fig. 7. In our experiments, we
collect the first four sequences of each
individual in Set A as the training set (i.e.,
Set A1), and use the rest two sequences in
Set A (i.e., Set A2), Set B and Set C as the
test set. Here, we only select three walking
paths, in 72° viewing direction (i.e., Path 1),
in 90° viewing direction (i.e., Path 2), and
in 108° viewing direction (i.e., Path 3), to

test the performance of our proposed
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system. Figure 8 shows the images from
three different walking paths in the

perspective view.

EaiEnT
(b) ©

(a)

Fig. 7. Three different sets from CASIA
database. (a) Normal walking, (b)

walking with wearing a coat, and

(c) walking with carrying a bag.

(a) (b) (c)
Fig. 8. Three different walking paths. (a)
72° (Path 1), (b) 90° (Path 2), and
(c) 108° (Path 3)

A. Walking Path Recognition and
Human ID Recognition

We select 124 human objects from Set
A2, Set B, and Set C walking in three
different paths. The accuracy of our system
for identifying the correct walking path
direction is shown in Table 3. Once the
walking path is identified, we do the
experiments of testing 124 human objects
from Set A2, Set B, and Set C in the three
different walking paths. The average

human ID recognition rates are shown in

Table 4. The that the

recognition rates for the normal walking

results show
sequences (Set A2) are much higher than
the other two sets. Besides, we can further
increase the recognition rate by using the
proposed hybrid features.

Table 3. The Walking Path Recognition

Rate using CASIA  Gait
Database.
Correct Path Recognition Ratio
Inont vn
P pat | Pat | Ppat Rec(‘)’f“m
hl | h2 | h3 Rate
Path1 | 491 | 8 5 98.99%
Path 2 5 [476 ] 9 95.97%
Path 3 0 12 1482 | 97.18%
Average success rate: 97.38%

Table 4. The experimental results for

average Human ID recognition

in multiple paths.
Human ID Recognition Rate
Dynamic Feature .
Only Hybrid features
Test

S Rankl | Rank3 | Rankl | Rank3

equence
Set A2 97.45% | 99.33% | 97.98% | 99.73%
Set B 86.02% | 95.70% | 86.02% | 95.70%
Set C 83.06% | 92.20% | 85.22% | 93.82%
A{f;:‘ege 90.99% | 96.64% | 91.80% | 97.24%

B. Human ID Recognition Using
Only Training Dataset from Path
2

In the 2nd experiment, we use only the

video sequences in 90° viewing direction
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(i.e., Path 2) as our training sequence to
recognize the walking people captured
from three different viewing directions.
This
performance of different methods when the

experiment aims to test the

viewing direction of the test video
sequence is different from the viewing
direction of the training video sequence.
Table 5 demonstrates the comparison of
our system with other methods where “Sup”
is the method of supervised feature
selection [13], and “CAS” is the method of
using direct GEI (Gait Energy Image)
shape match [14]. The experimental results
show that our proposed method is
insensitive to different test paths by using
only the training datasets of path 2.
Compared with the supervised feature
selection (Sup), which is computationally
expensive, our method not only offers a
similar performance for normal cases, but
also performs better for the special cases of
the input videos of people carrying a
handbag.

Table 5. Comparison of  recognition

performance of our proposed
method with others by using only

the training dataset of path 2.

Comparison of the Recognition performance (%)

Set A Set B Set C

CAS|Sup|Ours|CAS|{Sup|Ours|CAS|S up|Ours

—_— e =g

82.3190.3|189.5|42.3/79.4|79.8/20.6|77.5{75.8

2 197.6/98.6/98.4| 52 [85.5|87.1{32.7|88.7/86.3

3 |82.3/78.5/79.8(31.9/60.6/62.9|16.5{62.3|61.3

C. Comparison with Other
Proposed Methods
We also do the experiments of using
the input videos of 90° viewing direction
for both the training and the testing datasets.
Table 6 shows the comparison of the
different

existing methods. The results demonstrate

proposed method with four

that our method is efficient for human
identification of different datasets under

various clothing and handbag-carrying

conditions.

Table 6. Comparison of  recognition
performance of our proposed
method with other existing
methods.

Comparison of the Recognition performance

CAS UCR Un-Sup

[14] [5] Sup[13] [13] Ours
iezt 97.6% | 99.4% | 98.6% | 99.4% | 98.39%
S;t 32.7% | 60.2% | 85.5% | 79.9% | 87.10%
SCet 52.0% | 22.0% | 88.8% | 31.3% | 86.29%

V1. Conclusion

In this paper, we propose a novel
hybrid system using the dynamic feature
extracted by optical flow estimation as well
as the static feature to recognize the human
walking path and human identification. The
proposed method can be applied for
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different walking path and walking velocity

of the gait video sequence. The
experimental results show the effectiveness
of our system and demonstrate its ability
even for various clothing and carrying

conditions.
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The Verification Mode of Positioning Errors

for Attacking Trajectory of The Aggressor

Shao-Chang Miao

Abstract

This paper probes into application and correction of the errors of the radars in the
defensive system. The Utility Integration Algorithm (UIA) proposed in this paper can be
used to create a correction database of the errors for the radar to correctly transmit the
attacking trajectory of the aggressor. It also can simplify the calculation process and make
the programmers to apply more efficiently, and these become its advantages. The
RADAR/GNSS/RAIM integration systems (RGRIS) can offer the data of the target
orientation to the interceptor then an optimal intercepting trajectory can be obtained.
According to these, we can take necessary precautions, against attack and assignment of
intercepted missions for destroyed the target and selecting the intercept points at an earlier

time.
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1. Introduction

During the last decades, GPS (Global
Positioning System) has replaced the
conventional geodetic measurements and
played the most important role in distortion
The GPS provides
aircraft’s accurate position, velocity and
time (PVT). GPS was officially launched in
1995. The United State launched many

satellites and at least 24 of them are orbited

monitoring [1][2].

six trajectories with an angle of 55 degrees
around its continent. It provides an omnibus
and an all-weather global positioning for
users in navigation. However, the integrity
and availability of the GPS are still
imperfect. There are many methods of GPS
modifications and integrations using
statistics and mathematics to make up its
disadvantages. For example, the Global
Navigation Satellite System (GNSS) has
been created to make wup for the
disadvantages of the GPS. Its receiver uses
a direct signal line to provide stable and
long-term positioning [3], so it can use
continuous signal lines to provide the
solutions of continual positioning. Despite
this breakthrough, the GNSS is still
impeded by obstacles that weaken and
obstruct the signal [4]. Inertial Navigation
System is another positioning system that
has been widely used. It overcomes the
GNSS disadvantage by

using three

orthogonal linear accelerators and their
angles to calculate navigation information.
The obstacle interference factor can be
neglected for a high-flying aircratft.
Technological advances have rapidly
decreased the errors of positioning for both
the GPS and the GNSS. However, the
International Civil Aviation Organization
(ICAO) Federal
Administration (FAA) still plan to use the

GPS to improve the efficiency of navigation

and Aviation

and positioning. Thus, scholars have started
to focus and research on the receiver’s
monitoring and measuring integrity [5,6]
and navigation efficiencies [7,8]. Receiver
Autonomous Integrity Monitoring (RAIM)
uses the measurement values from satellites
to detect errors and examine errors, namely,
it can provide the integrity assistance for
GNSS. RAIM uses the snapshot concept
and takes a set of the GNSS measurement
values to calculate the position of aircrafts
by using the method of least square (MLS).
This  paper
disadvantage of the traditional MLS that

only takes into consideration of the errors of

has  improved the

measured variables. At the same time, the
positioning error of the scaling factor matrix
is considered to find out the aberration
correction of radars in the defense system.
This helps raising the interception rate of
the guided missile. For example, the Patriot
Advanced Capability-3 (PAC-3) needs the
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radar to correct its trajectory during flying.

In  relatively  high-speed  condition,
inaccurate
PAC-3

interception in real time. Besides, it is hard

trajectory navigation causes

incapable of accurate terminal

to acquire, the system’s accurate parameters
of the weapons purchased from abroad, and
the weapon systems are adopted into the

defense system without correction. These

can cause deviation for the weapon function.

Now litter deviation can generate big
mistake in future wars and make the weapon
system inefficient. Hence, national weapon
systems need to be established and applied
carefully. The outline of the rest of this
paper is below:

The second section introduces the

Utility Integration Algorithms (UIA) of

correction of the deviations in the
positioning navigation system. The third
section describes the architecture of
implementation  verification = of  the
RADAR/GNSS /RAIM. The fourth section
provides the analysis result of the

calculations, and provides a compare and
contrast with results of the common method.
The last section provides a conclusion and

future prospects.

2. The Utility Integration
Algorithm (UIA)

The Utility Integration Algorithm used

in this paper takes into consideration the

error of the scaling factor matrix and
With GNSS/RAIM
system and the single aircraft, the radars can
the
calculation of the total least-square method
(TLSM) and obtain the corrections of

parameters of the distance and the scaling

measured variable.

be corrected through positioning

factor matrix. Micro-Electro-Mechanical
Systems (MEMS) technology, which is
based on inertial systems, brings a new
science for integrated GPS/RAIM system.
The position, velocity and attitude (PVA)
using MEMS

principle (mechanization equations) from

calculation is possible
the inertial gyroscopes and accelerometers.
The the
measurement simulator is shown in Fig. 2.1.
However, use the Radar/GNSS/RAIM to

improve the efficiency of navigation and

conceptual  principle  of

positioning, which is still influenced by the
factors of time and position. Therefore, the
integrity availability  of  the
Radar/GNSS/RAIM are still imperfect. This
paper the method of radar

modifications and integrations using UIA to

and

develops

make up its disadvantages. This research
gives a description of hypotheses and
limitations:

All results of velocity, acceleration,
angular velocity and each of their continued
time should be expressed clearly in the same
time.

It overcomes the GNSS disadvantage
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by using three orthogonal linear accelerators
and their angles to calculate navigation
information.

The obstacle interference factor can be
neglected for a high-flying aircraft.

Applying the mechanization equation
(Yang et al.,, 2007) and considering an
inverse process for the simulation, the
inertial sensor outputs consist of two parts:
error-free values and sensor errors. They are
linearly combined. The error-free value is
determined by the GNSS/RAIM system. In
this simulation, the sensor model take into
account the departure, scaling factor and the
noise level (Bennour et al., 2005). From the
following equation which is the same for

both accelerometers and gyro-meters:

- -

(SirjM,t) Mi,M,t =

ST = T - - T
(Si,M,w JXM oM, t>9i0,4.d>€i0,4d ) (1)

The notations are as following:

Miv: = measurement variable of the
Radar i for aircraft M at time t,

V oMt noise-free variable of the
aircraft M at time t,

§i’M7t = scaling factor matrix of
noise-free variable of the
Radar 1 measurement for
aircraft M at time t,

?,M,t = scaling factor matrix of noise

Radar 1

measurement for aircraft M at

variable of the

€09,

0i,6,4,d

time t,

the measurement bias of the
Radar 1 in a position (0, ¢, d),
the scaling matrix errors of the
Radar i in a position (0, ¢, d),
the distance from the origin to
the aircraft M; we require d >
0,

the polar angle (as in polar
coordinates); we require 0< 6<
2,

the angle measured down from
the positive z-axis to the ray
from the origin through M; we
require 0< ¢< m,

having all elements unity.
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The Radar & Aircraft’s Accelerometers
- Sensor
Rectilinear and Angular < E & Gyroscopes’
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Translation | T
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" Differentiation
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Ficure 2.1 Princinle of simulator (Modified to Yane et al.. 2007)

Through the INS/GPS
architecture concept, we have established
the Radar/GNSS/RAIM integrated system
(RGRIS). A GNSS simulator must be able

to simulate the radar’s distribution in the

integration

future as well as all error sources and
aircraft dynamic trajectory. By inputting
some elements, the simulator can calculate
the trajectory and velocity of aircrafts. A
widely used implementation is the error

extended Kalman filter (EKF) implemented
in coupled architecture as the core of the
optimal estimation engine. The coupled
RGRIS (or the closed loop) suggested in
this paper is shown in Figure 2.2.

The coupled RGRIS performs all the
GNSS calculations by itself. The virtual
ranges, carrier phase and instantaneous
Doppler measurements are processed by the
RAIM instead of the position and velocity

state space of a closed loop, such as the fixes.
Accelerometers
(AV) —> Corrections —> PVT
Gyroscopes ¢
Radar
(29) '[ < Gravity Correction
GNSS > v
(Agand Ad)
RAIN  (¢—— ®Q<€—— Smoother

Figure 2.2: A coupled Radar/GNSS/RAIM integration
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2.1 Principle of The Implementation
Verification

We use Fig. 2.3 to describe the various
courses and heights of flight within the

With the GNSS/RAIM
tracking system, we can modify and correct

radar’s range.
the radar’s flight trajectory. In order to set
up the error correction under the various

flight situations.

Figure 2.3 The contour surfaces of the radar cone in the navigating zones

R,z1,22,73

Firstly, we carefully observed the
position of the aircraft in the cross-sectional

zi-through the radar i, and from radar i we

dllMJ of the

aircraft. The virtual distance is put into the

can detect the virtual distance

—

RGRIS to calculate the distance error gi:d

Pio.4.d

and bias on the scaling factors.

The integration algorithms can be written as

following:
Sim Mo ~dim = €ia , )
S?,M,tMi,M,t :dzM,z, (3)

where Xoms is the true coordinate of

the testing missile (or flying device) in the

GNSS/RAIM system at time t; Ximi s the

coordinate for the testing missile (or flying

-

n

device) of the Radar system at time t. Simi

is the true scaling factor matrix of the

testing missile (or flying device) of the

—

GNSS/RAIM system. Sime is the scaling
factor matrix of the testing missile (or flying
device) of the Radar system. The difference
between the two is the slight micro-noise
matrix of the i-th Radar system. These
been modified into

differences have

equations.

(MOM t 'Mi,M,t) dt = VXi,M,t

s 3
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—

Si,M,t = (M O,M,t/HM O,M,tH)T ,

- — — T
= (/[ )
and i,M, t LM, t LM, t )

Through Egs. (2) and (3) we can

establish the error value €id when the i-th

—

di,M,t . The database

of error values of various states of single

Radar is at a distance

aircrafts (such as fighter, transport, military
aircraft and civil aircraft etc.) of various
directions and altitudes can be found
different

correct the

through using four radars

simultaneously  to bias.

Nevertheless, we still need to figure out the

bias P04 on the scaling factors of the
i-th Radar in order to proceed with the
calculation and solution of the Total least-
Method (TLSM). The method
proposed by this paper is the backward

square

algorithm. In other words, we can estimate

the bias “1044 of the rotation between
coordinate frames through Eq. (4) and
TLSM.

The rotation coordinate equation can

be written as follow:

SiITM,tVXi,M,t = 77i,M,t , (5)
diag ﬁi,a,qﬁ,dvxi,M,t = éi,0,¢,d , (6)

(SEM,t - diagﬁi,&,(b,d)' VXimi = Gig,pa , (7

,5i,.9,¢,d = (771,M,t - Ei,d XVXi,M,t )-1 /N ,

dim = +/Sim Mo
¢—cos'1(zi -z /d )
= 0~ Zomt/Ydim,t

0= tan'l (yi) - yO’M,t/XZ) - XO,M,t)

b

(@]

EM,t =
(§ lth - diag /51,9,¢,d )T (§ ?Mt - diag [’i,e,qﬁ,d )jl X

=~ . - T
(SinM,t - dlagpi,0,¢,d) 09,44 >

Y, ~n
Xoms = Xime T Cimy

VR

and

(®)
Through Egs. (5)~(8) we can find out

the amount of rotation coordinate.

On the other hand, the advantage of
TLS algorithm is that while the traditional
method of least squares (MLS) is able to
filter out the noise in the measurement
signal, the MTLS algorithm is capable of
removing the implicit positioning errors in
both the factors and the
measurement  variables.  Huffel and
Vandewall (1991) proposed the both
traditional methods of MLS (Eq. 9) and
MTLS (Eq. 10), which are given below:

scaling

~ MLS
C:

- T - -1
_ n n
Mt [(Si,M,t) Si,M,tj X

S ) (G ropa +Cinga) )

b

and
1

= ((gflMt -0 I)TgflMtj x

(g?,M,t)T ‘(5'1,9,¢,d + éiﬂ,%d) . (10)

= MTLS
C LM, t
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The above MLS results given are
and MLS

decomposition is difficult, because they are

inaccurate, singular  value
defined the non-negative definite (n.n.d.)
matrices. Since the definition is in terms of
quadratic forms, they are usually taken as
being symmetric, and thus also have the
following properties: (i) All eigenvalues are
real. (i) They are diagonable. (iii) Rank

equals the number of nonzero eigenvalues.

3. RADAR/GNSS/RAIM
Integration system

The RADAR/GNSS /RAIM integration
system proposed in this paper uses the
backward smoothing algorithm that is the
fixed The
Rauch-Tung-Striebel smoother (RTSS) was
first presented in 1965 a few years after R. E.
Kalman presented his filter in 1960 (Gelb,
1974). The Kalman filter (KF) is a recursive
filter that of

interval smoother.

optimally, by means

|

Measurement
undate

smoother

= Sm
€

maximum-likelihood, estimates the state
vector of a dynamic system on the condition
that a linear (or linearized) system model,
past and current noisy measurements are
known. It

processing, but promises improved accuracy,

is only applicable in post
especially during GNSS outages.

Figure 3.1 illustrates how the data is
used. The upper part shows the forward run
and the lower part the reverse run and the
Between two GNSS

measurements, the KF predicts the system

involved wvariables.

state €t by means of inertial navigation.

When a new GNSS measurement becomes

available, the KF calculates a new corrected

prediction gt‘, that is the smoother has the
ability to level these discontinuities, by

means of a new weighting of the previously

calculated system states €t ¢ and
= Ssm
t+1,

Etsm €41

Figure 3.1: Forward and reverse run of the RTSS
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The final trajectory therefore is smooth
and contains no discontinuities. Where o
denotes the variance-covariance matrix (or

dispersion matrix) of the random variables

Mi’M’t. The full smoother equations are
given below:

s - }!
,Bt = 5t 'VXi,M,t(5t+1)

9

= sm = Zsm ==
t

=& + Pl -8t+1), (11)
and
5t = 5tsm - :Bt ( tTl -é‘tll)ﬂt—r_

In this paper, the RGRIS has been very
helpful for the choice of an intercepting
point and the target orientation. Figure 3.2
illustrates the flow chart of the overall
system. If it acts as KF, the logged

measurement data can be processed forward

permanent state variables is also written to a
file for further use in smoother mode.
Integrated Radar/GPS systems provide an
that

superior performance in comparison with

enhanced navigation system has
either stand-alone system as it can overcome
their limitations. In this simulator, the
corresponding GNSS signals (i.e. Position
and Velocity information) are also
simulated with a defined data format to
offer an effective way for evaluating a
specific integrated RAIM/GNSS loosely
coupled and tightly coupled architectures
under different operational environments.
The
composed of three major components: (i)
of Radar, (ii)

measurement generators which include the

proposed simulation platform is

trajectory

generator

measurements of Radar and GNSS, (iii)

optimal estimation engine which integrates

or reverse in time, while resolved RAIM  with GNSS with  coupled
ambiguities are loaded from or saved to a architectures using KF and RTSS,
file. All the state and covariance data of the respectively.
] Radar S(?lutions > RAIM
of a trajectory processing engine
Real measurements
of a trajectory v
® Aircraft/ Airliner R GNSS solutions VT
®Transport/ Boats of a trajectory
® Helicopter/ Fighter
A
Y
L—»  Matrices of sight line KF/Smoother
Implementation verification signals from Radar
&
Variance matrices <

Figure 3.2: The flow chart of the Radar/GNSS/RAIM integration architecture
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3.1 Estimations of The Aircraft’s
Trajectory

Through the TLSM proposed in this
paper, we can establish the system of
discrimination for the flight trajectory. This
system model can derive the position of the
next time point from existing position. We
are unable to use all the data to estimate the
future trajectory. The method described
above is unnecessary to real application, and
has increased the workload and error range.
To illustrate our point, the following is a
statement of the measured difference in
scalar potential of a position through
geometric condition in figure 3.3. Let C be a
smooth curve, with positional equation
R(t)={x(t), y(t), z(t)} for tk< t < tk+1, that
lies within the domain of a function G(t)=f
(x(1), y(t), z(t)). We say that C is orient able
if it is possible to describe direction along
the curve for increasing t. Suppose F is a
vector field that is continuous on C, and f is

a scalar potential such that F=Vf, then
cFdR = f(R(t ) - fR(ty)) (12)

where R(tk) and R(tk+1) are the endpoints
of a piecewise smooth curve of C.

Proof

According to the chain rule

dG/dt = (of /ox )(dx/dt) +
(of /oy Ndy/dt)+ (af /0z)dz/dt)

and we have

lcFdR =[.Vf dR

= [k [0 /ox Ndx /dt ) +

(of /oy Ndy /dt ) + (of /oz Mdz /dt ) dt
= [ [(dG/dt)]dt = Gt ., ) - Gt )

= fR(t ) - f(R(t )

We outline the proof in the difference of
scalar potential. Therefore a vector field F is
said to be conservative in a region D if F =
Vf for some scalar function f in D. We
know that F is a continuous vector field on
then the
following three conditions are either all true

the open connected set D.

or all false:
i. F is conservative on D; that is, F = Vf
for some scalar function f defined on D.

i, fFdR =0 every piecewise
smooth closed curve C in D.

1il. b FdR is independent of path within D
if for any two points tk and tk+1 in D
the line integral along every piecewise
smooth curve in D from tk to tk+1 has
the same value.

For this (iii) implication, we obtain the
equations as following:

SRt ) - fR(E)) =

SR ) - fRE ) = fR(E ) - f(R(E ),

(13)

Rt ) =R(t) +2f Rte)- fRM2)) | (14)

It is a purely geometric relation to be
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derived out above. Then, we consider

predicting the subsequent position by three

Y

/W

to

points already known as shown in Fig. 3.4.

,"; IRk-H
r | ARk,kJrl g |

_________

Figure 3.3: The curve C partitioned into subarcs

A
z

k2

v

Figure 3.4: Estimations of the aircraft’s trajectory

According to Eq. 14 can know that we
unnecessary to know the position of two
points outside of the flight trajectory, and
only need to know its slope. Now, we
suppose an extreme point Rt=(x, y, z), two

adjacent points Rt-1 ~ Rt -2 , and two

predictive points Rt+1 -~ Rt+2  on the

trajectory. We can obtain Eq. 15 by the
above-mentioned geometric meaning to be

written as following:

R(ty,) =R(t,)+2m  -my .,

(15)
The coordinate vector function Rt of

aircraft at time t, its derivative f(Rt) is a
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increasing tangent vector and f(Rt) # 0
where is correspondent to the trajectory at
time t, we call ARt that is unit tangent
vector of Rt at time t to be written as

following:

AR, =f(R)/[fR )]

and

Hf(Rt)H = \/(MO,M,t - Mi,M,t )T ) _)irtM,t )

Through the TLSM proposed in this
paper, when the system of discrimination
for the flight trajectory was established, We
need to build a known time sequence

AR =A(R1, R2,..., RT), T=2t-1.

We derive the n-th point of the flight

m, m,
m m
2 3
H t+1 (R) =
m ., mg,,

Through the coordinate vector function
of three time points that have already known
positions, we can establish the position at
the

approximation and compose a row of

new time point by successive
Hessian matrix. The new time point changes
into the known time point at next time, thus
we can establish the position again at the

new time point by successive approximation

and compose another row of Hessian matrix.

trajectory by described above equations and

the known k-th point as following:

Ximn =Ximk H ARy
M

(16)
AR = AR [[fR )] - AR [f(R,)]
m = (ARk,k+1/Atk)_
That is,
i

{(j-k-l), if (j-k-1)>0,
ZD'k = .

0o otherwise.
and

We change the time sequence into the
Hessian matrix of the tangent vector, which
is given below:

my . AR (T -t+1)

(18)

m T-t+1 AR 2T -t+2)

m; AR (t+1)(T +1)

We call the path search is iterative vector
algorithm. The iterative vector algorithm is
given below:

Ht+1(R) - [I3x(tx3), -13x3]t=0,

M, M, ARl(t+1)
: = : + :
MT+1 MT-t+] AR(t-*—l)(T +1) . (19)
The iterative  vector  algorithm

proposed in this paper, which is a Hessian
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matrix composed of seven time points, that
are t=3 and T=2t. The Hessian matrix can
meet the needs of real environment which
we can expand the Hessian matrix by k>3,
that are ti=ixt and T=2x ti, where i is a row

number.
3.2 Combat Management System
(CMS)

According to the method that describes
in the previous section, we can obtain the
navigation trajectories of targets. For an
interceptor of the missile that is dependent
on radars, which offer the data of the target,
we can succeed in getting the best
trajectories under control. The above results
given can achieve the second purpose of this
article that is we can really carry out the
command, control, fight, management and
communication, in order to obtain better
reliability and defensive capability in the
simulating war or training bay. The section
focuses on setting up the ability of the fight,
management and communication. When the
system obtains the best trajectories of
intercepted targets, according to these, we
can take necessary precautions, against
attack and assignment of intercepting
missions for destroyed the target and
selecting the intercept points at an earlier
time. At the same time, the radar offered the
target’s data to help the interceptor to

implement the scaling variables. In other

words, how to carry on the assignment of
intercepting missions?

This paper suggests on a basis of
intercepting range of the interceptor, when
the best trajectory intercepted is through the
intercepting range of the interceptor, whose
volume is largest between minimum arc of
the intercepting range and the best trajectory?
The intercepting missions will be assigned
to it that is a top priority. If there are other
missiles attacked us, except that there is not
the appropriate interceptor that can be
the

missions will be assigned to it that is a

appointed, otherwise intercepting
secondary priority. The rest may be inferred
by analogy. We describe the model of the
assignment of intercepting missions and
iterated integration as following:

Definition 3.1 If f is defined on a closed,
bounded region A in the level (x, y) of the
radar cone, then the iterated integral of f
over A is defined by

[[f(x,y)d4d = 1im XL, f(X;,y;)A4;

4 |a|—>0

where A : a< x<b, c¢< y<d, therefore the

iterated integral can be evaluated by

g [ y)dA= L[5 f(x,y)dxdy =V

By using a limit to add up the sum of
volumes of all slabs on the region of
integration D, so we obtain the volume, V,

of the D. In essentially the same ways, a
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triple integral can be evaluated by the
iterated integral.

In general, changing variables in an
iterated integral is more complicated than in
a single integral. In this section, we focus
attention on using polar coordinates in an
iterated integral, and we simplify the
assigned model of intercepted missions
from a more military standpoint.

Theorem 3.2 Let T be a subset of Rn and f
is continuous on the image g(T). If g: Mn
—®Rn is a linear coordinate transformation
and T such that the Lebesgue integral
[g(D)f(x) dx exists, then the Lebesgue
integral JT f(g(x))- |Jg(t) | dt also exists,

and the two are equal.
Proof Let J)=1() if xe g(T) , and
let J®=0 (herwise. Then

Jany S (%) dx = Jen f (%) dx

= [ f(&(D)) g'(T)dt = 1 £ (&(T)) - |7, (D]t
Corollary 3.3 Let g: Rn >NRn be a linear
coordinate transformation. If T be a subset
of Rn with finite Lebesgue measure m(T),

then g(T) also has finite Lebesgue measure

and "&(D)]=|detgm(T)

Proof Write T=g-1(W), where W= g(T).

Since g-1 is also a coordinate

transformation, we find
m(T) =Jp dx =14y dx=
o \detg'l\dt=\detg"\.m(W).

This proves since

W=g(T) and det (g-1)=(det g)-1.

Now, let us extend its operations into
spherical coordinates in ‘R3. We write
t=(d,0, ¢) and we take

T={d,0,¢):d>0,0<0<27,0<p<r}

The coordinate transformation g maps each
point (d,0, ¢) in T onto the point (x, y, z) in
g(T) given by the equations

x =d cos0 sin¢,
y = d sin0 sing,
and z = d cosd.
If f 1s continuous on the bounded radar cone

D, then the triple integral of f over D is
given by

(11 f(x,y,2) = [[[ f(d cos@sing, d sin@sing, d cos¢)-d* -sing dd d9 d¢ -
D T

In geometry, it is shown that a sphere of
radius r has volume V=4nd 3/3. The proof'is
left with readers. On the other hand, we
simplify the assigned model of intercepted

missions from a more military standpoint.
When its

minimum arc of the intercepting range and

volume is largest between

the best trajectory, that is, d is the biggest
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when they are all on the spherical too is minimum (L is the largest range).

coordinate system. Oppositely, We use
(L-d/2) to replace d which intercepting
best-trajectory has only a penetrating point
(xm,0, ym,0, zm,0) and has not a breached
point (xm,1, ym,1, zm,1), its (L- d/2) means

Therefore, this paper simplifies the triple
integral described above into the following

judgment equation:

m(D) = I’l/lll’l{ Lm - (dm/z) }’ dm = \/(Xm,l B Xm,O)2 + (Ym,l - Ym,O)2 + (Zm,l - Zm,O)2 ? (20)

where dm shows the navigation distance of
the best trajectory intercepted in the range
Lm of the interceptor m.

4. Analyzed The Various Tests

for Both UIA and Flight
Trajectories

In this section, we will utilize the
methodology mentioned in the section 2 and
3. This paper builds the error correction
under various states according to the result
of the trajectories of GNSS/RAIM system,
and traditional method to be compared with
UIA suggested in this paper. Finally, this
paper estimated the navigation trajectory of
the back
trajectory of the aircraft.

and Building The

segment by the navigation

4.1 Analysis
Corrections of The Navigation
Trajectories

The paper implements the estimation
and intercepting of the trajectories with the

following steps at first:

A. The paper adopts the military planes of

some military airports, in order to
observe various flight directions and
heights by four radar stations.
Intercepting 1000 data points from the
navigation trajectory of the aircraft, the
time interval of each point is the 10th
part of a second. Thus far the navigation
trajectory of the plane constructed in the
coordinate system that is assumed,
because the military confidentiality of
both the radar station and the weapon.
The the

coordinates in R3 will be right-handed

orientation  of radar’s
in the sense that if the aircraft flies to the
west from the military airport (as at the
origin) with its right wing along the
positive X-axis (as the north) and its
head along the positive Y-axis. The fly
upwards will then point in the direction
of the positive Z-axis (as the height).

B. To compare the trajectory of the
GNSS/RAIM with  the

observational trajectory of four radar

system
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stations, the paper can obtain distance

corrections that be corrected. The paper

Pio.4.d

derives the bias on the

scaling factors and the error vector

—

Cio.g.d of measured variable through

Egs. 5-8, hence we can set up the
correction (g, p, o) of i-th radar in the (0,
¢, d).

C. We can finish the setting-up of the
correction database through the steps
described above, and link up it with the
calculating parameters of the radar. To
be embedded the corrections (g, p, 6) of
i-th radar in the (0, ¢, d) while observing
the target, in order to obtain the correct

the
back

estimated
the

coordinates, and

navigation trajectory of
segment by Eqs. 16-19.

This paper conducted a training event

in which 1000 data points against each other

in four radar stations. Multiple trials were

held,

objectives

and in each trial, the mission

were provided as verbal
instructions to the radar teams. Pre-mission
planning and post mission debriefing were
performed in the commander. Observation
of the target and comments from the
intercepting tracks showed a rich set of
interactions, a high level of interest, positive
training potential for the scenario, and the
ability to effectively the

reusc same

environment for various sets of intercepting
targets. We can construct the components
critical for teamwork training assessment,
such as embedded tools for observation,
in-maneuver-exercise performance of the
aircraft’s trajectory, and tools for supporting
Radar.

This paper tries to intercept 300 data
points from the first period of the navigation
trajectory of the aircraft by the method of
the step A., and simplifying the complexity
of the figure. In order to obtain the
navigation tracks of every observation unit,
therefore use the interval of every 10 points
of these data points to adopt the position of
first points on this, we obtain the Fig. 4.1 as
following:

(X, Y, Z): The black full line shows that
GNSS/RAIM  monitors the
trajectory,

(X1, Y1, Z1): The red full line shows that
Radar 1 monitors the aggressor's trajectory,
(X2, Y2, Z2): The blue dotted line shows
that Radar 2 monitors the aggressor's

aggressor's

trajectory,
(X3, Y3, Z3): The black dotted line shows
that Radar 3 monitors the aggressor's
trajectory,
(X4, Y4, Z4): The purple dotted line shows
that Radar 4 monitors the aggressor's

trajectory.
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LI
L.-:_r_i.u__?_zz}-—mi___ .. - 10
pa Ay L 7104

- 510"

L 500%

(X,Y,Z),(X1,Y1,Z]) ,(X2,Y2,72) ,(X3,Y3,7Z3) ,(X4,Y4 ,7Z4)

Fig. 4.1 The navigation trajectories of each observation

—

Mtruea M.20° =(2000,400,76002) of the
RGRIS:

On the other hand, we can observe that
radar-reality mismatch is sufficiently
observable by Fig. 4.2~ Fig.4.4.

Now, the paper explains the UIA -0.029  -1.361-107 -1
SMvizo =|-0.032 -2.103-107 -0.999

. . -0.032  -1.919-10% -1
Fig. 4.1 that is an example for the reader. )

proposed in this paper by 20th data point in

We have coordinates of the four radar d1,M=77230, £1,d=1403,

stations that have already known: d2,M=78420, £2,d=2636,
R1(96,235,199), R2(125,295,239),

R3(155,325,219) and R4(78,57,95).

We obtain both the matrix of scaling

d3,M=78600, £3,d=2792,
d4,M=78300, £4,d=2364.

factors and distance errors for radars by
800 T T |

o | ><56@/O i

1(t o
y1 (D) Coar

(%2(0 400 [~
(ON©)

300
% Ay 200 oo™ -
XXX > 500

0 1x10° 2x10° 3x10° 4x10°
x (1), x1 (1), x2(1), x3(D), x4 (D

Fig. 4.2 Observation errors of the navigation trajectories of each observation
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1075 200

400 600 800
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Fig. 4.3 Observation errors of the navigation trajectories of each observation unit in y-z axis

9x10*
z() 8x10*
z1 (t)

7x10%

72 (1)
O OO
73 (1)
Ooo0oo
74 (1)
X X' X

6x10*

5x10%

4x10* '

2x10° 3x10°

x (1)

Fig. 4.4 Observation errors of the navigation trajectories of each observation unit in X-z axis

We calculate the solutions to the single

radar by equations 5-8, which are given

below:
-0.0287 0 0
Simzo=| 0 -3.926810° 0
0 0 -0.996

diag P =(1.224-10-4,2.566-10-3, 3.493-10-6),

-8.58277
0.23528
-1.39559 -10°

b

1,044 =

[(gl,M,ZO )Tgl,M,zo ]-1 (SI,M,ZO )T 5'1,9,¢,d =
299.573
-59.916

1.396 -10°

Cimoga =

01(M,20)=4.953 and ¢1(M,20)=1.444.

Consequently, the UIA suggested in this
paper is compared with the traditional
method, not only proves that is a feasible
mode by the result of Fig. 4.5 but also
reaches the paper's purpose that uses the
statistical method to obtain the correction of

biased test of the radar. To each radar be
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true to life, that is accurate and independent
of the

€ITrors

completion  monitoring-control

aggressor. An average of the
(Ax,Ay,Az) of the traditional method is

compared with an average of the errors of

UIA suggested in this paper as follows:
MLE= (34.456,112.31,99.847),
TLE=(6.873,2.847,19.969),

UIA= (0, 0.0013, 0.153).

The average of (X,y,z) coordinates errors

120

100

80

60

40

@ X-axis
B Y-axis
O Z-axis

20

MLE

UIA

Figure 4.5: The average of (x,y,z) coordinates errors

4.2 Estimations of The Aircraft’s

Trajectory and Combat

Management System (CMS)

To achieve the first purpose in this paper
that can offer the data of the target
orientation to the interceptor then an

optimal intercepting trajectory can be

obtained. We have already settled good

T T

AR () 300
: = 60 s
AR(t+1)(T +1) 1400

foundation for this purpose in previous
section, thus we can be used to create a
correction database of the errors for the
radar to correctly transmit the attacking
trajectory of the aggressor. Now, we
estimate the navigation trajectory of the

back segment by Egs. 20-23 :
Ht+1(R) - [I3x(tx3), -13x3]t=0 »

T T T

300 300 300 ,
60 ,| 60 ,| 60
1330 1280 1220
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(100 100 T
20 |=a 20 |=b 2b-a AR 11y
487.781 465.083 )
100
b 20 |=c 2¢-b ARyryy)
H,,(R)=
w(®) 444.404
100
c 20 |=d 2d-¢ ARjy1yys)
425.486
d (100 20 408.113" =e 2e-d AR5,y
M, ] [M, ARy | | 2000
o=l |+ : M, =M enz0 =| 400
M, | [My] [AR .y | 76000
T
M, 2300 ' (2400 \" (2500 \" (2600 \'
tol=|| 460 | .| 480 | .| 500 |,| 520
M 77400 77820 78230 78620

-

the paper describes the result in Fig. 4.6.

79-10% —f
w0t
xa-vl*"""#-‘“'

I e

T30 —-.'—-"__,-
_..u-""'#ﬂ'
D 450 500
2000
2200
2400
2600

(X20,Y20,720) , (X21 , Y21 ,721) , (X22 , Y22, 722) , (X23 , Y23, 723) , (X24 , Y24 , 724)
Fig. 4.6 An estimate of the navigation trajectory of the target
The Hessian matrix can be also expand by ti, 1 is a row number. We describe the result

t>3 to conform to the need of the real in Fig. 4.7.

environment, that are t=6, ti=ixt and T=2x
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B0t
7.10%
&10%
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200
300 i

x1,yl,z0),(x7,y7,27) ,(x13,y13,213) , (x19,y19,219) , (x25,y25,225) , (x31 ,y31, z31) , (x37 , y37 , z37)

Fig. 4.7 An expansive estimate of the navigation trajectory of the target

From what has been said above, the
radar offered the target’s data to help the
interceptor to implement the scaling
variables at the same time. In addition to
obtain the best trajectories of intercepted
targets, the CMS can take necessary
precautions, against attack and assignment
of intercepted missions for destroyed the
target and selecting the intercept points at
an earlier time. The system constructs three
interceptors with different coordinates but
their (Rm=18

range is the same

kilometers) -

m1=(44394, 153763, 100),
m2=(40468, 154320, 1000),
m3=(41910, 154381, 1000).

The paper can estimate the entry Ri0
and the exit Ril of the defending range of
the interceptor each by the navigation
trajectory of the target:

R10 = (46300, 9260, 107400)T,

R11 = (58000, 11600, 109700) T;
R20 = (45300, 9060, 107200) T,
R21 = (48000, 9600, 107800) T;
R30 = (47000, 9400, 107600) T,
R31=(51000, 10200, 108400) T.

Then we calculate the solutions dm to each
the radar by Egs. 16-19, which are given

below:
d1=12140 > d3=4160 > d2=2814.

Therefore, the optimal policy of the
assignment of intercepted missions is
obtained and dm*=d1.

5. Conclusion and future
research

The research works concerning
RADAR/ GNSS/ RAIM
algorithms is the core to improve the
paper
probes into application and correction of

integration

quality of the interceptor. This

the errors of the radars in the defensive
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system. The Utility Integration Algorithm
(UIA) proposed in this paper can be used to
create a correction database of the errors
for the radar to correctly transmit the
attacking trajectory of the aggressor. It also
can simplify the calculation process and
make the programmers to apply more
efficiently, and these become its
advantages. The other advantages are using
simple matrix calculation and modeling
process. We combine GNSS with RAIM
system to form the implementation
architecture of the verification mode of the
positioning errors for the radar. The RGRIS
can offer the data of the target orientation
to the then

intercepting trajectory can be obtained.

interceptor an optimal
According to these, we can take necessary
precautions, against attack and assignment
of intercepted missions for destroyed the
target and selecting the intercept points at
an earlier time. At the same time, the radar
offered the target’s data to help the
interceptor to implement the scaling
variables.

However, the required accuracy of the
involved estimation process is not easily
achieved in practice, which may result in
localization  and
Additionally, the

military is interested in supporting effective,

low tolerance to
association  errors.
large-scale, distributed, simulation-based

training that will enhance and expedite

instruction of interceptor. The “weakly-

scripted” approach of the weapon
purchased proved to be effective for
eliciting military teamwork with high error
overhead. Analyzed the various tests
demonstrated that teamwork does occur
during RGRIS maneuver-exercise, in the
coordination,

form of leadership,

monitoring, radar orientation, back-up,
adaptability, RGRIS pushing and pulling,
and closed-loop RGRIS. The RGRIS
environment, therefore, is sufficient to
produce instances of military teamwork,
and may provide an appropriate medium
for instruction of military teamwork skills.
However, a number of capabilities

exist in the large-scale
distributed

simulation-based

gaps
maneuver-exercise, the
teamwork, and the
training. If these capabilities gaps are met
then

tracked and corrected will provide a

successfully, existing technology
powerful tool for the development of
effective, large scale, military training
environments. In other words, while
Ministry of National Defense carried on the
large amount of the dearly purchased
weapons at the same time, we should think
about the performance of the best weapons
to establish a link between build up the
army and fight against the enemy, so the
variance factor existed still on this.

Through the models of the RGRIS, TLSM
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and CMS proposed in this paper have been
very helpful for the improvement of the
weapon performance. If the construction
unit of the weapon only knows to buy the
weapon to use, and wonder whether the
performance to the existing weapon is
deeply analyzed and accurately corrected.
This present situation causes millions kinds
weapon to be collected in a place, but it is
difficult to be the essential function of
frightened and hindered the enemy in the
war. The paper considers both the guidance
law and the dynamic characteristic of the
three-dimensional relative motion of the

missile in future research direction.
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Practical Algorithms for The Optimal
Operation Management of Distributed
Supply Chain System with Multi—Lot-Size of

Deteriorating Items

Shao-Chang Miao

Abstract

This paper uses the Optimal Operation Management (OOM) to deal with the
replenishment strategies in the Distributed Supply Chain (DSC) system and simplifies the
Markov Decision Process for the managers to apply efficiently. Its advantages are using
simple modeling processes and the manager only needs to enter the inventory amount to
obtain the demand quantity, the stationary distribution, the reorder point, the order quantity
and the expected cost of the DSC system. In the numerical examples of this paper, the
wrong replenishment strategies have risen 47.23 %~110.02 % of the expected cost on the
civil gas station. In addition, we also analyzed how to distribute the stock under the
condition of insufficient supply from the supplier in a non-cooperative behavior distributed

supply chain system while minimizing the total cost.

Keywords : Optimal Operation Management (OOM); Markov Decision Process (MDP);
Deteriorating item; Distributed supply chain (DSC); Practical Algorithm (PA).
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1. Introduction

In this paper, we the
replenishment strategies of a deteriorating
item in a Distributed Supply Chain (DSC)

system for a producer that consists of a

study

distribution center, a supplier and multiple
retailers. In a traditional distribution system,
each retailer holds a certain amount of
inventory to keep adequate service. The
right amount of inventory can avoid the loss
of customers and the damage of good will.
It can minimize the total cost and serves as
the buffer of another replenishment time.
are not
the

above-mentioned objectives are hard to

However, if inventory levels

evaluated by  cost  analysis,
accomplish. Therefore, the replenishment
strategies are worthy not only discussing but
also needing more attention. The supplier
can be a distribution center or upstream
supplier who purchases items in batches and
sells or distributes these items to the
downstream retailers. In this system, the
supplier and retailers are independent and
face the stochastic demand. Their behavior
influences the whole supply chain system.
The inventory model of these stochastic
demands is based on the (s, S) inventory
policy. The inventory level is reviewed
the

decreases under the reorder level s, an order

periodically. As inventory level

is given to increase the level up to the

replenishment level S. In this study, we use
the Markov Decision Process (MDP) and
the Practical Algorithm (PA) to deal with
the Optimal Operation Management (OOM)
in the DSC system. The optimal strategy is
derived efficiently to determine the reorder
points and the replenishment amount, to
minimize the total cost, and to decide which
retailers” demands to be satisfied first and
which retailers’ demands to be backlogged.

OOM can be treated with MDP and PA,
but many experts don't see the need. They
suggest having a regular delivering schedule.
As simple as this may seem, it is not at all
uncommon for an organization to expend
considerable time, money, and effort to
generate customer demand and then fail to
have product available to meet customer
requirements. The traditional practice in
many organizations is to stock inventory in
anticipation of customer orders. Typically
an inventory stocking plan is based on
forecasted demand for products and may
include differential stocking policies for
specific items as a result of sales popularity,
profitability, and importance of an item to
the overall product line and the value of the
merchandise.

The of this

organized as following: Section 2 reviews

remainder paper is
relevant literatures. Section 3 describes both
the problem and the assumptions about our

research. Sections 4 and 5 introduce the
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OOM, Markov Decision Process and the
Algorithm

distributed supply chain inventory model to

Practical and develop a
decide when to order and how much to
order. Section 6 constructs a case study
about inventory management of the oil
Distributed Supply Chain (DSC) system;
numerical examples and a sensitivity
analysis are illustrated. Section 7 presents a
discussion about the results and the final
section presents the conclusions and a brief
the research and

planning on future

extensions.

2. Literature review

2.1 The deterioration inventory

The classical economic order quantity
(EOQ) model was developed in 1915 with
the theory of unlimited stock in general
lacked

statement of the deterioration phenomenon

inventory models. However, it
of the items in stock. In the practical
situation, the deterioration phenomenon of
goods is common. Goods may not function
properly because of decay, corruption,
volatilization, degradation or expiration
within the holding period. These goods
include food items, photographic films,
electronic

pharmaceuticals,  chemicals,

components, volatile commodities and

radioactive substances. These kinds of items

are usually known as deterioration

inventory.

Ghare and Schrader [7] were the two
earliest researchers to develop an EOQ
model with an exponential decay and a
deterministic demand. They categorized the
deterioration phenomena into three types:
direct spoilage, physical depletion and
deterioration. Since then, a lot of work has
been done on deterioration inventory
[18]

established a partially backlogged inventory

systems. Papachristos and Skouri
model with deterministic varying demand
and constant deterioration rate, in which the
backlogging rate decreases exponentially as
the waiting time increases. Goyal and Giri
[9] investigated a similar
production-inventory situation in which the
demand, production and deterioration rates
of a product were assumed to vary with time.
However, pricing was not under
consideration and the backlogging rate was
assumed to be a constant fraction.

Some scholars consider product life to
be a random variable that follows Weibull
distribution, which is constantly applied to
describe the failure and the life expectancy
of items. Covert and Philip [5] obtained an
inventory model for items with a variable
rate of deterioration. They assumed that
the time of deterioration of an item obeys
the

Chang and Dye [2] considered a temporary

two-parameter Weibull distribution.

sale price inventory model for a varying rate
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of deterioration which is assumed to obey a
two-parameter Weibull distribution. Wu [21]
model  of

Weibull
distribution. The model allows the item

proposed an  inventory

deteriorating items with

shortage and a demand of time variance.

Gradually, many managers and
researchers accepted the concept of
deterioration in the inventory system

because they realized that the effect of
deterioration of products could not be
ignored in many inventory
the

models have been paid much attention and

systems.

Therefore, deterioration inventory
studied widely in past years by fellow
researchers Gupta and Vrat [11]; Aggarwal
and Bahari-Kashani [1];

Chaudhuri [8]; Howard [13].

Goswami and

2.2 The multiple-echelon deterioration

inventory in the DSC system

The multiple-echelon inventory is the
most complex and changeable inventory
system in the DSC system. It is different
from the single-echelon inventory system in
which each member of the DSC system has
to satisfy its own external demand and
choose its own inventory policy to chase the
minimum cost or the maximum profit.
Therefore, the members’ behavior will
influence the whole supply chain and makes
it more complicated. Among the models of
the DSC system, Graves [10] studied the
situation  between

one-supplier  (or

one-warehouse) and multi-retailer with
independent demands across retailers and
this model is under a periodic review policy.
Cheng and Sethi [4] studied the optimal
promotion decision and order quantity for a
retailer. They applied a Markov decision
model to obtain the minimum total cost.
Smith and Agrawal [20] and Howard [13]
studied the situation of jointly deciding the
stocking levels and the assortment under
probabilistic substitution. Iyer and Ye [15]
used a newsboy-type inventory model that
customer and

included heterogeneity

promotion information to examine the
expectant profit for the retailer and the
manufacturer.

In recent years, other researchers
(Netessine et al. [17]; Sarmah et al., 2006;
Zhang et al. [22]) tried to resolve the
problems of coordination between different
business entities and determine the optimal
investment and replenishment decisions in
environments.

competitive In addition,

some researches have studied two or
multiple echelon inventory model with
deteriorating items in the DSC system.
Huang and Yao [14] studied a deteriorating
item in a DSC system with a single vendor
and multiple buyers and proposed a search
algorithm to minimize the average total
[16]

cooperative inventory with deteriorating

costs. Lin et al. considered a

items. It allowed complete back-order
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without the equal replenishment periods and
presented a procedure to find the optimal
solution for the replenishment strategy.
Feng et al. [6] researched for a deterioration
inventory model for a single product under a
DSC

manufacturer and a retailer. An algorithm

two-echelon system  with a
for a retailer to minimize the average total
cost and for a manufacturer to optimize

production time was derived.
3. Problem description

Sections 3 and 4 introduce the Markov
chain and its analysis. We will also discuss
a discrete-time Markov chain, e.g. it is
observed at the end of each day. This paper
focuses on how to design the operation of a
discrete-time Markov chain to optimize its
performance in the DSC system. Chazan
and Gal [3] treated the inventory control as
selecting a policy at each possible state of
the Markov chain. Therefore, for each

possible state of the Markov chain, we make

a decision on which one of the several
alternative actions should be taken. The
decision affects the transition probabilities
and system costs in the distributed supply
chain. We want to choose the optimal
decisions for the respective states when
considering the long-run expected cost
(LEC) during the observed period time in
the DSC system. The decision process for
doing this is referred to as a Markov
decision process.

The main purpose of this paper is to
investigate the inventory models for the
deteriorating/distributing items in the DSC
system (shown in Figure 1) to develop the
optimal inventory and replenishment
strategies by applying MDP. According to
the retailers’ order demand, which was
reacted to their supplier, the MDP and PA
were used to model the supply chain, and
the optimal inventory policy was given to

the supplier and retailers.
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Conceptual Model for Distributed Supply Chain

Figure 1
Therefore, depending  on  the
operational mission of a particular

performance cycle in a supply chain
structure, the associated work may be under
the complete control of a single enterprise
or may involve multiple firms. For example,
manufacturing support cycles are often
under the operational control of a single
enterprise. In contrast, performance cycles
related to customer accommodation and
typically
The goal of performance -cycle

procurement involve multiple
firms.
synchronization is to achieve the planned
time performance. Delayed performance at
any point along the supply chain results in
potential disruption of operations. Such
that stocks be
When

performance occurs faster than expected,

delays
established to

require safety

cover variances.
unplanned work will be required to handle
and store inventory that arrives early. Given

the inconvenience and expense of either

;

------

/

early or late delivery, it is no wonder that
logistics managers place a premium on
operational consistency.

Blood or Oil is a deteriorating item,
and a highly wvolatile liquid, which
undergoes physical depletion over time
through the

Consequently, for the deteriorating items it

process of evaporation.

is necessary to consider potential loss due to
deterioration while determining the optimal
inventory strategies. To describe the model,
we summarized the descriptions as
following:

—The inventory is monitored only at the
beginning of each period, and orders
are placed only at these times.

—The stochastic demand and a fixed
delivery lead-time are considered in
this model.

—Backlog is allowed for the retailers but

not for the customers.
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- There is no rebalancing allocation

among retailers.

— The model’s basic concepts stem from

<—o—>|

(s, S)-type polices.

tl 2
M

t4 'Period

]
|k\t3 |7»|

Figure 2 Diagram of the inventory level (the solid curve) and the inventory
position (the dashed curve) as a lot-size reorder-point for multi-period

Fig. 2 can be viewed as a series of
fixed cycles with the order points where
sometimes the demand during period A is
so large that the inventory level becomes
negative. The inventory strategies are used
to determine the inventory level S. When it
reaches order point s, an order of size Q is
placed.

Remark 3.1 A delivery lead-time A is
so small that it has never been more than a
single order, and reorder point s is always
nonnegative.

The above descriptions guarantee that
the inventory on hand always falls above
the reorder point s when an order is
received. Otherwise, more than one order
would be outstanding. We were able to
determine the optimal reorder points and
replenishment policy that resulted in

minimizing the expected cost (EC). The

cost depends upon the probability of Q,
which can be found by actual statistic
observation of the order lot-size. It is
difficult to solve the model analytically.
MDP is

employed to formulate the structure of the

Therefore, a discrete-time
supply chain in this paper to derive an
optimal policy by PA.

The primary value of OOM is to
accommodate customer requirements in a
Although most
agree that

cost effective manner.

senior managers customer
service is important, they sometimes find it
extremely difficult to explain what it is and
what it does. While common expressions of
customer service include "easy to do
business with" and "responsive to
customers" to develop a full understanding
of customer service, a more thorough cost

framework is required.
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4. Model development

The paper has what developed some
important foundations of the logistical

discipline and how it creates value in a

supply chain context. These insights
regarding the nature of OOM, the
importance =~ of  achieving  internal

operational integration through managing
inventory and information flow, viewing
the performance cycle structure as the basic
unit of analysis, and the management of
operational uncertainty combine to form a
logically consistent set of concepts
supply
management. Logistics and supply chain

essential to supporting chain
are not the common and the same concepts.

Supply chain is a strategy that integrates all

aspects of satisfying customer requirements.

Logistics is the process of positioning and
managing inventory throughout the supply
chain. To understand basic principles, it is
useful to understand inventory relationships
under conditions of certainty. Formulation
of inventory policy must consider
uncertainty. Two types of uncertainty

directly  influence inventory  policy.

Demand uncertainty is rate of sale during

inventory  replenishment.  Performance

cycle uncertainty involves inventory

replenishment-time variation.
estimates  unit

Sales  forecasting

demand during the inventory replenishment

cycle. Even with good forecasting, demand

typically
exceeds or falls short of what is planned.

during replenishment cycle

To protect against a stock-out when
demand exceeds forecast, safety stock is
added to base inventory. Under conditions
of demand uncertainty, average inventory
represents one-half order quantity plus
illustrates the

safety stock. Figure 2

inventory  performance cycle under
conditions of demand uncertainty. The
solid line represents the forecast. The line
illustrates inventory on hand across
multiple performance cycles. The task of
planning safety stock requires three steps.
First, the likelihood of stock-out must be
gauged. Second, demand during a stock-out
period must be estimated. Finally, a policy
decision is required concerning the desired
level of stock-out protection.

The lot size refers to the number of
units to be purchased in each transaction.
When customers are required to purchase
in large quantities, they must incur costs of
product storage and maintenance. When the
supply chain allows them to purchase in
small lot sizes, they can more easily match
their consumption requirements with their
purchasing. In developed economies,
alternative supply chains frequently offer
customers a choice of the level of lot-size
service output. Of course, the supply chain

that allows customers to purchase in small
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quantities normally experiences higher cost
and therefore demands higher unit prices
from customers.

In this section, we will introduce MDP
and PA to develop our inventory model for
the DSC system with deteriorating items.

4.1 The Markov Decision Process
(MDP) model

In this
two-echelon inventory system in the DSC

study, we explore a
system, which includes a single distribution

center and @ a single supplier,
multiple-retailers and various products,
shown in Fig. 1. The deteriorating items
storage cannot be monitored continuously
and the customer demand timing is only
related with the current state, which is
irrelevant with the pass event. Hence, the
stochastic process {S(n)} holds the Markov
property (see Hillier & Lieberman [12]),
when S(n)=j , it represents the storage
amount in state j after exactly n-step. The
observation frequency is limited if we
observe weekly or daily. A deteriorating/
distributing item in the industry is stable
and because there are regular distribution
activities, so it exists with a stationary
transition probability. We can gain the
initial probability or the probability of state
i through long periods of observation and
of this

research adopt the optimal policy in the

data-collection. The purposes

limited decision point n, which keeps the
EC minimum. The process conforms to
MDP. It is interpreted below.

Definition 4.1.1 A stochastic process { S(n),
n=0, 1,---} is a Markov chain with n-step
if it has the Markovian property.

A Markov chain { S(n)(j),n=0, 1,---}
of the inventory level S in state j after
n-step is completely defined by its (n-step)
transition probability matrix and its initial
distribution as Eq. (1).

P(S(")(j))= ;x;OP(S(O) (l'))Pi(;) >0,V J,
W)+ -e, =85 ()),
DY =IsM()-5 @) v,

7o P(s™ ()=1. M

We drop the superscript n when n =I.
Moreover we can calculate all the transition
probabilities by specifying the transition
probability matrix P=[pi,j] and the initial
distribution S=[S(1)(), j = 0, 1,---]. This
paper considers only Markov chains with
(1) A finite

number of states, (2) Stationary transition

the following properties:

probabilities.

4.2 The steps of Markov Decision
Process

In this section, an MDP approach is
used to model the supply chain. The steps

are shown below:
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o After
Markov chain state i (i =0, 1,----- ,9).

each transition, observe the

e After each observation, select a policy
O from (S-i) policy set » S-i = 0
represents no decision.

e If select policy Q at state i, an expected
cost C(i,Q) can be obtained.

o If select policy Q at state i, the system

moves to state j at next observed time

period, with the transition probability

e The policy set (0, 0V, O™) is the
policy of MDP at time n.

e The goal to find the optimal policy
according to each cost function is

decided by the minimum expected cost.
4.3 The notations of the inventory
model

This paper kicked the DSC system
model off with the notations that are

defined below:

Py(Q), forj=0,1,---, 8.

d Members of the supplier chain, for d =0, 1, 2..., N, when d =0 it stands for
the supplier; when d =1, 2..., N it stands for the retailer.
&) The demand during delivery lead-time A.
Dy, Demand state of item e for member d, for 0, 1, 2+, M.
M. Maximum storage amount of item e for memberd .
Sie Inventory level of item e for memberd , S;. < M,,.
Qe Policy (replenishment amount) of item e for memberd .
Caie Purchase cost of item e for member d.
hie Holding cost of item e for member d.
Ry, Set up cost of item e for member d.
bie Shortage cost of item e for member d.
L. Deterioration cost of item e for member d.
P Deterioration rate of item e for member d.
P; (Q4.) Conditional probability for selected policy Q. from state i transferred to
state j.
C;{(Qae) The cost for selected policy O, from state i transferred to state ;.
EC(i,Qde) The expected cost for selected policy Q, . from state i transferred to state ;.
g(")(Qd,e) The long-run expected cost (LEC) during the observed period time n when

using policy Q..
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4.4 The Model development

P1,j(Q) is transferred to a conditional
probability Pi,Qd,e by the relative function
(j-1=Qde ). Thus Pi,Qd,e =P{policy
Qd,e|state i} of stochastic policy Qd,e will

derive a probability matrix at state i.

I)(Dd,e >i+Qi,e) l.ij0,0Sl.SMd,e _Qi,e

P _ f)(Da',e >i+@,e_j) lf‘ 0<j<i+Qd,ea

Hi.e 0<i<M,,-Q,,
0 , otherwise
Mg, _ ;
ZQdd,;=0Pind,e _1’ Pi’Qd,e 20’ v L

2
Lemma 4.4.1 The Chapman-Kolmogorov

equation calculates the (n+m)-step transition
probability Pn+m by summing over all the
intermediate states of k at time n and
moving to state j from state k at the

remaining time m.

Pn+m=pij[Q(n+m) /(i, 0(0))]=
pij[O(n+m) /G,0(0),

(k Q)] pik[Q(n) /(,0(0))]=
2k p(n)ik-p(m)kj=Pn Pm.

Since arguments of the proof of
Lemma 4.4.1 can be found in many
textbooks [12][13], therefore, the proof of
Lemma 4.4.1 is omitted in this paper.
Remark 4.4.1 Let Wi=p(0)iQ, W= [WO,
W1, ...] and 2 Wi=1. Then W is said to be a
stationary distribution for the Markov chain
if W-P=W. Clearly, if W is a stationary

distribution, then V n >1, W-Pn =...=W P=
W.

Nevertheless, Eq. (2) is a constraint
condition and a one-step transition-
probability matrix. We drop the subscripts d
and e from Qd,e in order to simplify the
equations and to make reader understand.
Recall that P(n)i,Q is just the conditional
probability of being in state Q after n steps,
starting in state i. In this paper, P(n)i,Q can
identify an irreducible finite-state Markov
chain by the property (2). In other words,
the distribution of Q is independent of n.
The conditional probability Pi,Q of DSC
system will be transferred to state Q after a

large number of transitions

lim P") =P, >0,V i
n—sw 6O R

where the PQ , uniquely satisfies the

following stationary equations

Py=xMgeP-P), ¥V Qandn ,
Mygep —

ol fo =1 3)

The PQ is called the stationary

probability matrix of the Markov chain.
According to stationary probability matrix
of Eq. (1) ~ (3), we can find the shortage
amount Ad,e and expected storage amount
Bd,e:

Spde [Pp(D—i) +

Ay ) =12 P (k= 0)], j=0
0 , otherwise ,
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Ypoo Ppli— D)+
E4 Tp§ (0 +i- D K+

Bd,e (l) = ZADlgz’il Zy:‘f"’ 221%7'i7D Pk . (Q + Md,e -D-

0<j<i+0,0<is<M,, -0,
P.o(i+0Q) , otherwise .

4)
From the above statement of Eq. (4),

we can derive a policy Q at state [, and
obtain an expected cost function EC(1,Q),

presented as Eq. (5)
EC(i,0) = $¥4¢[C, ;(Q)- Pyl =

CyexO+by,xA4,,@)+B,,(i)x
(hge+64,.%xLy.)+ Ry, (5)

4.5 Practical Algorithm (PA)
By PA, let A(i) denote the space of all

possible states. We assume A(i) to be
countable. If at time n the system is
observed in state ieS, S ={0, 1, 2,....M}
then an action Q(n) must be chosen from a
given set A(i). We assume that for each Qe
A(i) the set of actions Q is countable. If the
system is in state i at time n and action Q is
chosen, then, regardless of the history of the
system, two things occur: (1) We incur a
known cost Ci,j(Q). (2) At time n+1 the
system will be in state j with probability
Pi,Q. An optimal stationary deterministic
policy exists and such a policy can be
determined by Howard [13].

4.5.1 Preliminary relationships

k), We drop all the subscripts d and e in
order to simplify the equations. We will
obtain an expected cost function EC(i,Q)
when the decision-maker selects policy Q at
state 1. If the cost is affected by inventory
level j =Q+i (i.e., next state j), then it can be
denoted as Eq. (5). Denoted by Vi (n) the
total expected cost of a system starting in
state 1 and policy Q and evolving for n time
periods. Then Vi(n) has a total expected

M p ()
cost Zs-0Fi°V;

of a system evolving
over the remaining n-1 time periods and
policy Q, where Vi(1) = EC(1,Q) for all i,

M —
X Py = 1. It will be useful to explore the

history of Vin as n grows large. g(n)(Q)
denotes the long-run expected cost (LEC)
during the observed period time n when
using policy Q. By Markov Decision
Process, can obtain

g(Q) =31 B -EC(i,Q) , VQ e A(i), A(i)=
{0,1,2,--,M}.

w¢E

Sufficient conditions for the existence
of an optimal stationary deterministic policy
are stated in the following theorem.

Theorem 4.5.1 Suppose there exists a set of
finite numbers {g(Q) , Vi, ieS} such that
80 ={ECG,Q)+3)o B,V f-V,

(6) we can find that, for any given policy Q ,
there exist values g(Q) and Vi, ieS that
satisfy Eq. (6).
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We shall
justification of these relationships for these

now use a heuristic
values. Referring to the description for
Markov decision processes given at the
beginning of this section, that gives the

recursive equation

Vi(n) — EC(i,Q) + le"/[:OPi,j . Vj(n-l) ) (7)

It will be useful to explore the behavior
of Vi(n) as n grows large. By Markov
Process, we obtain

Decision can

8O =T F-ECG,0) , which is independent
of the starting state i. Hence, Vi(n) behaves
approximately as ng(Q) for large n, then we

obtain the equation

V™ =ng(Q)+V,(0) ,

where Vi(Q) can be interpreted as the
effect on the total expected cost due to

starting in state i. Similarly, this gives
it =(n-1)g(Q)+V,(0)
now can substitute Vi(n) and Vj(n-1) into
the Eq. (7). This leads to the Eq. (6) given in

the Theorem 4.5.1. We obtain the desired
results as given in Hillier & Lieberman [12].

in state j. We

Practical Algorithm Originated in Revised
Policy Improvement Algorithm

The statements in equations (6) and (7)
should be understood to hold with any
stationary deterministic policy O* which,
when in the 1, prescribes an action which

minimizes the right-hand side of Eq. (6) is

optimal, that is
g(0")= min ECG0)+ TPy V-V,

and for policy O* the limit inferior in g(Q)

can be written as follows

g™ (Q)=EC(I,0)+ 3, P, -V (0)-V,(0) =

min. {ECG.0)+ 24, P, V1 (0)-V,(0)

=G, ("0 g"(0)2 6,007,
G,(",0") = min g (0)].
where Qed()
Since O* is defined to take a minimizing
action. Hence,
g"(Q)=G,(".0",
with equality for O = O*. Letting n —o0, we
obtain the desired results as given in Ross
[19].
Remark 4.5.2 Note that recursive equation
of Eq. (6) has M+1 equations with M+2
unknown, so that one of these variables may
be chosen arbitrarily. But after each
observation in the real world, we must
select a policy QO < policy set (S-i) > if S-1=
0, it represents no decision. In this paper, we
use Gn(i* 0*) to substitute LEC g(Q*) to
obtain the optimal reorder point and order
quantity. Gn(i* 0*) denotes the obtained
optimal solution of the pair-wise policy (i,Q)
during period time n. In other words, Gn(i,Q)
is the LEC matrix during the observed
period time n for all applied pair-wise

policies (i,Q). Conventionally, VMn is
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chosen equal to zero, therefore, by solving
the system of linear equations, we can
obtain Vin and Gn(;,Q). By recursive
equation, we can gain the expected cost

matrix of improvement policy shown as Eq.

(8):

G,(i,0) = EC(,,0) + [} on P - Vi" +

?:% R’,HQ-k ) Vk(jrll) ] - Vi(n) . (8)

In this paper, computational results pointed
out the Gn(i* O# < g(n)(Q), for all n. We
obtained the results that might decide on the
(MIL)
reorder state (RS) such that they improved

maximum inventory level and
benefit realization in the DSC system, and
therefore denoted by Gn(i* Q% the
punitive profit of the system starting in state
i and policy Q and evolving for n time
periods. The results of the above described
process can make the manager obtain the
optimal pair-wise policy (i,Q), which is an

innovation of this paper. To perfect the PA's

calculation process, its properties are
revised as following:
This algorithm has two key properties:

«g"(0) < g"(Q) and Gi", Q) <
g"(0), forn=12,--.

o After limited iterations, we can find the
optimal policy S, at reorder point i and

the

terminates with an optimal solution in a

stop.  Therefore, algorithm

finite number of iterations in the DSC

system.

According to the first key property of
Practical Algorithm, g""(Q) < ¢"(Q)
and G,(i", 0") < g"(Q) at n period, we get
an optimal policy S”=i" +Q° into the
Practical Algorithm in next iteration step n
+1 as Eq. (8).

This method decreases the problems
of scales/complexities, and the solution
method is easy when the transformed
matrix is large. Furthermore, there is a
jumping solution that is produced in the
next iteration stage where we can judge by
S g 0D (op sD < g gDy
and get a small G ,.,(i", Q) into Eq. (8)
and perform the following iteration steps
of PA. Therefore, PA is a more efficient
algorithm than Linear Programming [12].
We will for this

algorithm below:

explain the steps

4.5.2 Steps of Practical Algorithm
Set n=1, select the initial policy (0,
M), and then proceed to policy

improvement steps.

Step 1 Long-run expected value

determination
At policy Q("), applying P; o, V=0

and EC(0,0") = EC(0,M) to solve Eq. (6),
there will be M+1 equations and M+1
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unknown values of g"(Q), VO™,
Vi(Q™), -, Var.(Q™) will be obtained.

Step 2 Policy improvement

Get substituting solution of step 1 or
3 for Eq. (8) and calculate the minimized
value of G,(i, O) at state i of O™. The
optimal solution di(S™)= 0" will be
found and (i, O™) is the new policy and
get into the next iteration step.

Step 3 Optimality judgment condition

When the current policy (i*, Q) is
the optimal solution for determining the
reorder points i*+A- E(S) and $"=i* +0",
minimizes the expected average cost, but
if this policy is identical to policy (i*,
Q") or G(i", Q) = ¢"(0). stop
calculation. Otherwise get (i*, Q°) into Eq.
(8), then reset n=n +1 and proceed policy
improvement from 2" step to 3" step. The
mean of the demand during period A is
given by E(S).

E(S)=Y5 P S;-a/t; (Si:the
lower bounds of storage level in state i).
5. Linear programming for

distribution center with
deteriorating items

In this section, we point out how to

make the adjustments required for other

legitimate forms of the LP model.
5.1 Problem description

The problem is to determine which
plan for assigning these demands Q. to
the various supplier-retailer combinations
would minimize the total distribution cost
Z.. The problem is actually a linear

programming problem of the distribution

problem type that called distributed
programming problem.
For the distribution center’s

viewpoint, each node of retailers through
MDP can gain the upper bound S, of
optimal policy. After deciding the storage
upper bound S, of each retailer for item e,
how to allot the item to the retailers for
their should be
considered. In this section we utilize the

satisfying demand

concept of network theory and linear
the

problem. The constraint conditions are

programming method to resolve

shown below:

e Balancing the available quantity in the
distribution center;

e Balancing the demand quantity for
each retailer;

e The available quantity of the supplier
should not exceed the current storage

amount;
e Replenishment amount +  current
storage amount < the maximum
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capability.
5.2 Model development

This problem can be circumvented in
the following way. Construct an artificial
problem that has same optimal solution as
the real problem. Assign an overwhelming
penalty to having (Qg. - Xi.) 20 by
The

distribution problem is concerned with

changing the objective function.

distributing any degenerate commodity
from a supply center to any group of
retailers in such a way as to minimize the
total distribution cost. Therefore, it is not
the general transportation problem. For
many applications, the supply and demand
quantities in the model (the Q. and Ty, )
have integer values, and implementation
will require that the distribution quantities
Xgz. also have integer values.

Using this distributed programming
we can find the upper bound of the
supplier, and combine it with retailers’
response demand to gain the optimal
distribution amount of deteriorating items
that distribution center allots to each
The

construction are showed below:

retailer. notations and model

k  Number of types of deteriorating
items;

e  Types of deteriorating items, for

e=1,2,:--,k (such as: 1 gasoline, 2
diesel, 3 kerosene, 4 special engine

oil, 5 general engine oil, 6

ethane, ...);

X;. Distribution amount of item e for
member d;

COT The capacity of a delivery tanker;

T;. Current amount of item e for member
d,

W, Impact degree of shortage of item e for
member d, W, represents as money,
we assumed M stands for a very large
impact, where W, >>1;

a;. Shortage frequency of item e for
member d, it is a positive integer.

Objective function

Ryt (ad,e + 1)'
Min  Z, =% | Wy by (O —COT-X, )+

(hd,e +Ld,e : gd,e + Cd,e) -COT: Xd,e
st0<8,,-T,,=0,.,

N
OSZdled,e <T, . 0<X, . +7,,<S,.,

)(d,eZO’ d:Lza"'aNa e:LZ,"',k (9)

5.3 The procedure for preemptive
distribution programming

The procedure finds an optimal
solution for a preemptive distributed
programming problem by solving just one
linear programming model. Thus, the

procedure is able to duplicate the work of
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the sequential procedure with just one run
of the simplex method. To find optimal
solutions is based on first-priority goals
and breaks binds among these solutions
are by considering lower-priority goals.
The concept comes from the Big M
method that
quantity M in the sequence of simplex
method.

The

formulation for the procedure with two

we retain the symbolic

distributed programming
priority levels would include all the goals
in the usual model, but with basic penalty
of W;, and 1

deviations

weights assigned to

from  first-priority  and

lower-priority goals, respectively. If
different penalty weights are desired
within the same priority level, these
penalty weights then are multiplied by the
individual penalty weights assigned within
the level. There are more than two priority

levels shown as
W2 Wy 2. 2 W, 21

Each coefficient in the objective
function of each simplex tableau is now a
linear function of all these quantities,
the

W]d,ezmaximize {(ag.+1)-W,, of the item

where multiplicative  factor of
e for all d} is used to make the first
priority decision. Accordingly that of Wkd,e

is used to make the m th priority decision,

m =1, 2,...,N-1. Then additive term is
dealt with

programming computer packages retain

last. Mathematical-
the exceptional computational efficiency
to handle very large problem. The optimal
distribution policy is solved by LINGO as
shown in subsection 6.1. The preemptive
distribution programming and its solution
procedures provide an effective way
dealing with the problems. The key of the
procedure is introducing  auxiliary
variables that enable one to convert the

problem to a linear programming format.
6. Case study

This research took an interest in the
Taiwanese civil gas stations and its
demand system, which contains three
sections: Randomly generated test cases,
empirical results observed under different
items and computational experiments are

demonstrated below:
6.1 Randomly generated test cases

In this research there is an oil DSC
which

distribution center and a single supplier,

system includes a single
two retailers and a single product. Four
thousand randomly generated demand
numbers with a mix of normal distribution
and uniform distribution are used to

illustrate that our proposed model is
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feasible and efficient. The unit cost is and the capacity of an oil tanker (COT)
shown in Table 1, and state probability are shown in Table 2 ~4.

Table 1 Related unit cost for supplier and retailers. Table 2  State probability of retailer 1
Cost Retailer 1 Retailer 2 Supplier 0 State Storage Number  Probability
C 20 21 18 0 0-10 0 0
h 0.15 0.16 0.1 1 11-1000 175 0.15
B 25 26 20 2 1001-2000 183 0.15
% 0.04 0.05 0.02 3 2001-3000 362 0.3
L 10 10 10 4 3001-4000 302 0.25
R 1000 1000 10000 5 4001-5000 178 0.15
A 0.5 1 0.5 COT=10
t 1.5 3 3
Table 3  State probability of retailer 2. Table 4 Joint probability of supplier
State Storage Number  Probability State Storage Number Probability

0 0-10 0 0 0 0-10 0 0

1 11-1000 123 0.1 1 11-2000 157 0.1

2 1001-2000 237 0.2 2 2001-4000 323 0.2

3 2001-3000 302 0.25 3 4001-6000 399 0.25

4 3001-4000 295 0.25 4 6001-8000 397 0.25

5 4001-5000 178 0.15 5 8001-10000 238 0.15

6 5001-6000 65 0.05 6 10001-12000 86 0.05
COT=1000 COT=2000

2(0") =119527,V,(0") =180993,

Vi(0") =146574,7,(0") = 106244,
Substituting the values in Table 1 V,(0™) = 79333, ¥,(0™) = 35489.

and 2 for Eq. (5), then a cost matrix EC(i,
0) is obtained. Let Oz."= O™ and get
cost matrix into Practical Algorithm step
n=1, substitute initial value (i, O")
=(0,5000) for Eq. (8), then EC(i,Q) =

Stage 1

By substituting above values for Eq.
(8) to solve O™, the cost matrix G,(i, O)
is obtained, G,(i", Q")=105353 <
2"(0)= 119527. We can know (i,0™)=
(3,1000)= (0,5000), so reset n = n +1

263500 211000 177332 159407 165633 187630 . . .
and perform another iteration, substitute

198500 153582 127745 121895 139743 M
107415 82828 81565 97338 M v 1(,0™)= (3,1000) for Eq. (8), then
34242 40480 59590 M M M _

10810 29920 M M M M Gu(i,Q) =

6638 M M M M M
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263500 211000 172169 143032 128845 300519 2(0") = 106453 ,V,(0") = 114414
232919 182838 145789 119527 252631 M V(0™ = 164598 1, (0" = 121250 |
177001 141202 119527 210226 M M - "

119527 105353 172479 M M M Vi(Q™) = 81882 ,V,(Q™) = 48254,
119527 156953 M M M M Vs(0™) =19973,
119526 M M M M M 357200 282000 227484 200381 195595 204799 329143
(n)y _ (n)y _ 248516 182300 135301 111127 106453 275213 M
g(Q ) - 97016 > VO (Q ) - 1 17292’ 199484 149885 117515 106453 227117 M M
(n)y _ (m)y — 135981 115311 106453 186531 M M M
I/l (Q ) 133834 ’ V2 (Q ) 93504, 107511 106453 153798 M M M M
V3(Q(n)) =52419, V, (Q(”)) =22749. 106453 128126 M M M M M
106453 M M M M M M
By substituting above values for Eq.
(8) to solve Q) the cost matrix G,(i,Q) Stage 2

1s obtained.

263500 211000 179813 158320 157296 278009
181958 139521 110116 97016 230121 M
133684 105529 97016 187716 M M
98028 97016 149969 M M M
97016 120299 M M M M
97016 M M M M M
We can know (i,0™)=

(3,1000)=(;,0" "), and then stop the PA.
Therefore, the optimal policy of retailer
1 is obtained and E(S)=701. The reorder
state is 77, < 3701 > optimal storage
amount is Sy .= 4000, and the LEC is
2"(0) =97016.

Therefore, by substituting the
values in Table 1 and 3 for Eq. (5), the
optimal policy (;,0")=(3,2000)=(;,0"")
of retailer 2 is obtained and E(S)=767.
The reorder state is 7, .< 3767, optimal
storage amount is S,.,= 5000 and the
LEC is g"(Q) = 106453.

Based on the replenishment amount
or retailers’ response to the supplier and
he replenishment frequency gained, as
hown in Table 4, we can solve the
the
Substituting the values in Table 1 and
Table 4 for Eq. (5), then a cost matrix
EC(i, Q) is obtained. Get EC(i, Q) into
the Practical Algorithm step n=I,
substitute initial value (i, 0")=(0,12000)
for Eq. (8), then EC(i,Q) =

ptimal policy for supplier.

558000 446000 358060 310780 305390 333600 379361 |
468000 362060 284420 249950 258180 297060 M
318120 236480 189650 188800 221700 M M
150660 121830 124620 156440 M M M
54160 68950 102410 M M M M
21430 58890 M M M M M
| 21460 M M M M M M

2(0™) =228357 ,V,(Q"™) = 357901 ,
V,(0™) = 330441 ,¥,(Q™) = 224750
V(0™ =202321 ,7,(Q"™) = 134651 ,
V(0™ = 57380.

By substituting the above values

for Eq. (8) to solve Q,, a cost matrix
G,(i,Q) is obtained, G,(i",0")=186606 <
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g"(Q)= 228357. We can know (;,0")=
(3,4000)%(0,12000), so reset n = n +1

and perform another iteration, substitute
(1,0"™)=(3,4000) for Eq. (8),

then G,(i,0) =
558000 446000 355314 291973 256337 240006 586258
495460 386774 293073 228357 192046 503957 M
448525 350824 273748 228357 428597 M M
287433 228357 186606 363337 M M M
228357 198606 309307 M M M M
228357 265787 M M M M M
228357 M M M M M M

2(0"™) =180885 , V,(0"™) = 203686 ,
V,(0™) = 275260 , V,(Q") = 205880 ,
V,(0™) =141700 , 7,(0™) = 86030 ,

V(0" = 38510.

Table 5 Oil current storage and demand amount.

Members 0 1 2

State 4 1 1
Storage 7500 500 500
Order amount 0 3500 4500

Backlog 0 0 2

Impact degree M 1 2

Stage 3

From stage 1 to stage 2, the optimal
policies for the supplier and retailers are
obtained. According to the current storage
and demand amount at that time, we
substitute the replenishment situation for
the linear programming of Eq. (9) to gain
the solution shown as Table 5. By
substituting the values in Table 1 and 5
Eq. (9), then the
replenishment policy is solved by LINGO

for optimal

By substituting above values for Eq.
(8) to solve O, then a cost matrix G,(i,0)

1s obtained.

558000 446000 365217 325314 317524 327879 538786
396426 297643 227380 190510 180885 456485 M
323083 248820 199590 180885 379345 M M
227180 195950 180885 315865 M M M
183950 180885 261835 M M M M
180885 218315 M M M M M
180885 M M M M M M

We can know (i,0")= (3,4000)=(i,0,.,),
and stop PA. Therefore, we derive the
optimal policy of supplier and E(Q) =767.
The reorder state 1s 7)), < 6767 > optimal
storage amount is S;,=10000 and the
expected cost is g™(0)=180885.

Table 6 The optimal replenishment amount.

Members Retailer 1 Retailer 2
Replenishment 3000 4500

Members Supplier 0 Total cost
Replenishment 10000 458050

as shown in Table 6. In this circumstance,
retailer 1 and retailer 2 apply for 3500
liters and 4500 liters respectively, but the
supplier only has 7500 liters can be
distributed. After computing with our
proposed Linear Programming process
model, retailer 2 should be satisfied first,
and retailer 1 will have 500 liters backlog

replenishment.
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6.2 Empirical results observed

under different oils at civil gas
Station

Table 7 summarizes the descriptive
statistics that collected oil data for 90

days from a civil gas station in Taiwan in

2009. The parameters of unit costs for the
civil gas station are in Table 1, and the
recorded position data of the oil meter
serves as statistics for oil demands. The
introduction of oil variety and
computational experiments are shown in

Table 8.

Table 7 State probability of the unleaded gasoline 95 & 98.

State Storage 95  Number  Probability State Storage 98 ~ Number Probability
0 0-10 0 0 0 0-10 0 0
1 11-1000 17 .19 1 11-1000 2 .02
2 1001-2000 41 46 2 1001-2000 21 23
3 2001-3000 21 23 3 2001-3000 19 21
4 3001-4000 11 12 4 3001-4000 40 44
5 4001-5000 0 0 5 4001-5000 9 .1

Substituting the values in Table 1
and 7 for Eq. (5), then a cost matrix C(i,
Q) is obtained. Insert the cost matrix into
Practical Algorithm step n=2, then the
optimal policy of the civil gas station is
obtained and E(Sy5)=428 and E(S¢s)=368.
The reorder states are 7y;< 1428 and Tog
<3368 optimal storage amounts are S5 =
4000 and Sgg = 4000, and the expected

costs are g(Qgs) =64425 and g(Qvs)
=116978.

249500 176500 136860 150611 158762 227492

149473 90833 69562 64425 177762 M

116605 87084 64425 135306 M M
85084 64425 106391 M M M
64425 83875 M M M M
64425 M M M M M

g(0Qy5) = 64425,V,(0™ ) =58173,
V,(Q™)=108200,V,(Q") = 70288,
V(0 ™) =47639, V,(Q™)=18373.

281500 235750 192581 172358 157726 303137

217994 175325 140296 116978 256129 M
144380 129851 116978 210898 M M
120351 116978 172230 M M M
116978 138983 M M M M
116978 M M M M M

2(Qy5) =116978,V,(Q ") =1424393,
V(0™ ) =145945,V,(Q0™ ) =95651,
V,(Q")=57539, V,(Q"™)=19041.

6.3 Computational  experiments

demonstration

The computational experiments
demonstrate the correctness of our theory
in this section. According to section 5.1
and 5.2, we divide the administrators into

two kinds: C1 is an optimistic manager,
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who wants to increase order amount or

reorder point in order to improve
inventory level; C2 is a pessimistic
manager who has reduced order amount
or postponed replenishment and caused
the inventory level to drop. We compared

the respective results in Table 8. At

present, the civil gas stations adopt the
proportion rule to control the inventory
position by 60%. In other words, the
manager issued an order of full-inventory
at once when the inventory level has
decreased by 40%.

Table 8 Comparison of the respective results of part A, B, and C.

Part A retailer & C

Part B civil gasoline & C

Strategies Optimal-1 Optimal-2 Cl-1 C1-2 C2-2  Optimal 98 Optimal 95 60% rule 98 60% rule 95
i 3701 3767 3701 < 3767 < 3701> 3676> 3368 1428 3000< 3000<
S 4000 5000 4000<  5000< 4000> 5000> 4000 4000 5000 5000
PRT ! 2 1< 1< 1< ! 2 1< 1<
LEC 97016 106453 120299~ 153798~ 105529~ 115311~ 116978 64425 172230~ 106391~
=g* (g% 278009 392143 211000 357200 (g% (g% 210898 135306
e€c LEC - g* 0 23283~ 47345~ 8513~ 8858~ 0 0 55252~ 41966~
=0 180993 285690 113984 250747 93920 70881
/ * 0 0 24%~ 4448~  8.78%~ 8.32%~ 0 0 47.23%~  65.14%~
€C/g 186.56% 268.37% 117.49% 135.54% 80.29%  110.02%

According to Table 8, we were able
to know that the control of the inventory
level is extremely important. The wrong
strategies of inventory have already
caused the EC to rise 47.23%~110.02%
in the civil gas station. Furthermore,
according to both inventory strategies of
Cl and C2, they have risen
24%~268.37% and 8.32%~ 135.54%
respectively, in their weighty EC. When
the periodic review time (PRT= j-i) and
maximum inventory level (MIL) S are
increased, it brings with it a massive drop

in competitiveness.

6.4 Sensitivity analysis

In this section, the sensitivity of
parameters involved in the model will be
analyzed. To do so, we change the value
of one parameter and keep the other
parameters at their base values. They are
shown in Tables 9 and10. The qualitative
effect of changing each parameter on the
EC, reorder state (RS) i, PRT and
maximum inventory level (MIL) S, are

summarized in Tables 11-13.
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Table 9 Value of state probability P(S;) where they are changed in the DSC

Members Retailer 1 Retailer 2 Supplier 0
State Low High Low High Low High
0 0.45 0 0.5 0 0 0
1 0.3 0 0.2 0 0.5 0
2 0.2 0 0.2 0 0.18 0
3 0.05 0 0.1 0 0.14 0.1
4 0 0.4 0 0 0.1 0.2
5 0 0.6 0 0.3 0.08 0.3
6 0 0 0 0.7 0 0.4

Table 10 Value of cost and COT parameters where they are changed in the DSC

Members Retailer 1 Retailer 2 Supplier 0
Parameter Increase Decrease Increase Decrease Increase Decrease
C 64 0.2 65 0.21 72 0.18
h 15 0 16 0 10 0.01
L 500 0 600 6.8 1500 0
0 0.8 0.0004 0.7 0.025 0.9 0.0002
b 75 10 78 13 80 6
CcoTr 1500 500 1500 500 3000 1000

Table 11  Sensitivity analyses of the change of state probability P(S)

Members Retailer 1 Retailer 2 Supplier 0
Results Low High Low High Low High
RS 1) 5N 1) 6(T) 1) 6(M
MSL 3000(4) 5000(T) 3000(4) 6000(T) 5(-) 12000(T)
PRT 2N o) 2(-) o) 4(T) o)
EC 50187(4) 189173(T) 82631(4) 241920(T) 104053({) 307091(T)

(1):Shows increase; (—):Shows no change; (3):Shows decrease

Table 12 Sensitivity analyses of the change of cost parameters

Members Retailer 1 Retailer 2 Supplier 0
Parameter  Results Increase Decrease Increase Decrease Increase Decrease
RS 1<) 5(T) 1) 6(T) 1) 6(T)
C MSL 1000() 5000(T) 3000(4) 6000(T) 2000(4) 12000(1)
PRT o) o) 2(-) o) o) o)
EC 184219 (1) 42576(3) 209017(T) 48141 (3) 307982(T) 69642({)
RS o) 5T 1) 6(T) 1) 6(T)
i MSL 3000(4) 5000(T) 4000(4) 6000(T) 4000(4) 12000(1)
PRT 3(H o) 3(H o) 2(-) o)
EC 164666(T) 96253({) 197453(T) 101383({) 316307(T) 176700({)
RS 1) 5(M o) 6(T) o) 6(T)
I MSL 3000(4) 5000(T) 3000(4) 6000(T) 4000(4) 12000(1)
PRT 2(h o) 3(H o) 2(-) o)
EC 173005(T) 86752(3) 215651(T) 101383({) 358760(T) 169683(4)
RS o) 5(T) 14) 6(T) 1) 6(T)

0 MSL 4000(-) 5000(T) 4000(4) 6000(T) 8000(Y) 12000(1)
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PRT 4(T) o) 3(M) o) 34) o)
EC 158701 (T) 86769() 177389(T) 100588({) 308116(T) 174779()
RS 51 1) 6(T) 1) 6(T 1)
b MSL 5000(T) 3000() 6000(T) 3000(4) 12000(T) 4000(4)
PRT o) 2(M o) 2(-) o) 1)
EC 174660(T) 67561 (1) 186623(T) 75331(4) 363956(T) 103527(3)

(M):Shows increase; (—):Shows no change; (3):Shows decrease

Table 13 Sensitivity analyses of the change of the COT parameters

Members Retailer 1 Retailer 2 Supplier 0
Parameter  Results Increase Decrease Increase Decrease Increase Decrease
RS 3000(-) 2500(4) 1500(4) 500(4) 6000(-) 4000()
MSL 4500(T) 4000(-) 4500(4) 6000(T) 9000(¥) 9000(4)
cor PRT 1500(™) 1500(T) 3000(-) 3500(T) 3000(4) 5000(T)
EC 117147 (1) 79535() 122171(T) 99280 (¥) 205498(T) 179425(4)

the unleaded gasoline 95 at the civil gzs station. Figure 4 Diagram of the

u
Figure 3 Diagram of the EAC of

-t
£t
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Finally, descriptions of the above
results in Table 11~13 and Figure 3~6
imply that the constant change toward
replenishment  strategies is to the
advantage of the DSC competition to
reduce costs (such as the EC, the
purchase cost, the holding cost, the
deteriorating cost and shortage cost). The
manager can reduce RS and cause EC to
drop when the capacity of oil tanker
(COT) drops and vice versa. As the
manager is expecting a drop in the market
price, one thing leads to another and he
reduces the RS and the MSL. We
provided plenty of information from
sensitivity  analyses to  managerial
changes of the replenishment strategies,
and they occur without difficulty in
real-time. For example, a producer can be
suitably modified by 3000-liters and
2000-liters of oil tankers in real-time to
satisfy the supplier under high frequency
(i.e. low-COT) demand, as shown in
Table 13. In addition, Figure 4~6 show
EC evaluation results under various states
that are used to illustrate that our

proposed model is feasible and efficient.

7. Discussion

We summarize the descriptive
statistics as follows:

—When MSL doesn’t change, the

change of RS and PRT are inversely
proportional to each other.

—If MSL changes, the change of RS
and PRT will be
proportional to each other.

—When PRT is affected by the
changes of RS and MSL, and if the
change of RS is greater than MSL,
then the change of RS and PRT can
be inversely proportional to each

directly

other, directly proportional, or have
no change.
—According to recursive equations,
we discovered that with
of V',

the £C alternation works better than

the rapid decrease

EC in increasing calculation speed.

In this study, the proposed inventory
model considered a single supplier,
multiple retailers and various products
with deteriorating item in a distributed
supply chain. We utilized discrete-time
MDP and PA to develop an efficient
algorithm for finding the optimal reorder
states and replenishment quantity to
minimize the EC. Therefore, the control
of inventory level is extremely important.
The wrong strategies of inventory have
risen 47.23%~110.02% EC on the civil
gas station. Furthermore, the optimistic
manager and the pessimistic manager

also have risen 24%~268.37% and
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8.32%~135.54% of their weighty EC in
this paper. Efficient is the key advantage
of PA, because it usually reaches an
optimal policy in a relatively small
number of iterations. By this inventory
replenishment method, the members of
the supply chain can improve distribution
efficiency and reduce logistic cost with
little calculation tasks. Each member of
the supply chain can also decide its own
optimal reorder states and replenishment
quantity individually for minimizing total
operating costs. From Figure 3~6 EC
evaluation results under various states are
used to illustrate that our proposed model

is feasible and efficient.

8. Conclusion and future
extensions

The objective of this paper is to
solve the problem of merchandise
management in DSC system by applying
MDP, and to simplify MDP for the
manager to use efficiently. Its key factors
are state partition and demand probability
obtaining. They have been proved and
skills are offered in section 6 case study.
Its advantages are using simple matrix
calculation and modeling process.
Through  the  linked

technology with this paper's viewpoints

information

and models, we find that to obtain

customer demand, stationary distribution,
reorder point, order quantity and expected
cost, the manager only needs to enter the
inventory level when parameter dates are
not changed. This paper's viewpoints and
models also suit for DSC system using
other random demand items. They can
also be extended to management system
using  multi-echelon and  multi-
merchandise.

In addition, we also analyzed how to
distribute under the condition of
insufficient supply from the supplier in a
distributed

system. Finally, we

non-cooperative  behavior

supply
contribute another possible main benefit

chain

for the supplier and the producer. If the
supplier can control its supply quantity
then the

lead-time variability can be mastered.

and reduce its backlogs,

For a multiple inventory manager,
the ultimate goal is to obtain a system
that can offer decision support in the
process of replenishment and control.
This is because not only there is a
complexity of the problem domain, but
also there is difficulty in obtaining help
from the information ability. This is the
reason why we want to develop a
methodology which incorporates decision
support systems to simulate the inventory

operation process in the decision making
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process of replenishment and control. All
of these could be directions of future

research.
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Thermal analyses and safety evaluation of

Industrial adsorbents in industry

Chung-Cheng Chiang, Yao-Han Chen, Sheng-Hung Wu,
Chi-Min Shu

Abstract

Industrial material including zeolite, activated carbon, activated alumina, silica gel, etc
are widely used as adsorbents for volatile organic compounds (VOCs), carbon dioxide
(CO2) or residual chlorine in air or water adsorption, catalyst and ion exchange because of
its high surface area. Differential scanning calorimetry (DSC) and thermogravimetric
analyzer (TGA) were applied to determine and analyze thermal hazard and safety of four
adsorbents for control their regenerative process and provide a reference for relevant
research and application.

The best operating temperature range of zeolite, activated alumina and silica gel were
discovered to be 30 - 1500C in this study. According to the experimental results, zeolite is
an adsorbent with low cost, good structural stability and better adsorption efficiency in
industries. Thermal hazard of activated carbon was investigated occurring after 500°C of
process temperature.

Keywords : adsorbent, zeolite, activated carbon, differential scanning calorimetry (DSC),
thermogravimetric analyzer (TGA)
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A Nonlinear programming method for
time-optimal control of an omni-directional

mobile robot

Shi-Min Wang, Chia-Ju Wu, Jia-Yan Wei

Abstract

The time-optimal control problem of a three-wheeled omni-directional mobile robot is
addressed in this paper. Different from usual cases, in which the Pontryagin’ s Minimum
Principle (PMP) is used, an iterative procedure is proposed to transform the time-optimal
problem into a nonlinear programming (NLP) one. In the NLP problem, the count of control
steps is fixed initially and the sampling period is treated as a variable in the optimization
process. The optimization object is to minimize the sampling period such that it is below a
specific minimum value, which is set in advance considering the accuracy of discretization.
To generate initial feasible solutions of the formulated NLP problem, genetic algorithms
(GAs) are adopted. Since different initial feasible solutions can be generated, the
optimization process can be started from different points to find the optimal solution. In this
manner, one can find a time-optimal movement of the omni-directional mobile robot
between two configurations. To show the feasibility of the proposed method, simulation

results are included for illustration.
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1. Introduction

In recent years, mobile robots have
been used widely in many occasions [1].
Among several kinds of mobile robot, the
omni-directional ones have attracted much
attention since they have the ability to
move simultaneously and independently in
translation and rotation [2]. A typical
application of omni-directional mobile
robots is the annual international Robocup
competition [3], in which omni-directional
mobile robots are used to play soccer-like
games.
studied

omni-directional mobile robots and most

Many researchers have

research has been focused on the
mechanical design and dynamic analysis.
Pin and Killough [2] presented the concepts
for a family of holonomic wheeled
platforms that feature full
omni-directionality with simultaneous and
independent controlled rotational and
translational capabilities. Jung et al. [4]
developed an omni-directional mobile
robot, derived its kinematic and dynamic
models, and used a fuzzy logic controller
for the

Kalmar-Nagy et al.

shooting  action  control.
[5] proposed an
innovative method to generate near-optimal
trajectories for an omni-directional robot.
This method provided an efficient method

for path planning and allowed a large

number of possible scenarios to be
explored in real time. William II et al. [6]
presented a  dynamic model for
omni-directional wheeled mobile robots,
considering the occurrence of slip between
the wheels and motion surface. Chen et al.
[7] presented an off-road omni-directional
robot, which can run on an uneven road
and obstacles. They also designed a
position and velocity control system for the
robot such that the robot can be
automatically controlled to run in an
optional direction and to track an orbit.
With the same kind of omni-directional
robot in [7], Chen et al. [8] developed an
intelligent genetic programming method to
search for an optimum route leading the
robot to given destination and avoiding
Liu et al. [9]

nonlinear controller for an omni-directional

obstacles. designed a

mobile robot utilizing the so-called
linearization control method such that
robust stability and performance can be
provided. In [10,11], the dynamic model of
an omni-directional mobile robot is
developed, and several control strategies
are discussed based on linear control
methods while the robot dynamics is
nonlinear. A resolved-acceleration control
with PI and PD feedback is developed in
[10] and PID control, self-tuning PID
control,

and fuzzy control of the

omni-directional mobile robot are
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introduced in [11].

From the robot testing and the
competition experience of Robocup games,
it is realized that a time-optimal control
method for the mobile robots between
their

performance significantly. In the past few

configurations can  improve
years, the time-optimal problem of mobile
robots has attracted the attention of several
researchers [12-14]. However, to the best
knowledge of the authors, previous
addressed  the

problem of an

researchers have not

time-optimal  control
omni-directional mobile robot yet. This
motivates the research in this paper and a
NLP method will be proposed to carry out
the motion maneuver of an
omni-directional mobile robot between two
configurations in minimum-time.

The time-optimal motion-planning
(TOMP) problem for an omni-directional
mobile robot is to find the time-optimal
motion in a smooth flat surface between
two configurations, where the initial and
final velocities are zero. Usually, this
TOMP problem leads to the utilization of
the PMP [15], in which one needs to solve
a set of differential equations. Since these
equations are usually nonlinear and highly
coupled, one will have two-point boundary
value problems, which are intractable in
numerical computation.

Recently, a NLP method that does not

utilize the PMP was developed by one of
the authors of this paper to solve the
time-optimal control problem of linear
systems [16]. The basic idea of this method
is that instead of considering a fixed
sampling period, the count of control steps
is fixed initially and the sampling period is
treated as a variable in the optimization
process. The optimization object is to
minimize the sampling period such that it is
below a specific minimum value, which is
set in advance considering the accuracy of
discretization. With this approach, the
optimization procedure requires only two
iterations in most linear cases, thereby
reducing the computation time
dramatically.

Extending the concept in [16] to
nonlinear systems, this paper shows the
generation of time-optimal motion between
two configurations for an omni-directional
mobile robot with three independently
driven individual wheels. In the beginning,
dynamical equations of the

omni-directional ~ mobile  robot are
introduced and an iterative procedure will
be proposed to transform the time-optimal
problem into a NLP one. However, since
the dynamics of the omni-directional robot
is highly nonlinear, it is a difficult task to
find a feasible solution for the formulated
NLP problem. Therefore, a GA-based

approach is proposed to generate feasible
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solutions for the formulated NLP problem.
In this manner, since feasible solutions can
be obtained easily, the optimization process
can be started from many different starting
to find

Simulation examples are given to verify the

points the optimal solution.
feasibility of the proposed method.

The rest of this paper is as follows. In
Section 2, dynamical equations of the
omni-directional mobile robot are derived.
Then the TOMP problem between two
configurations of the omni-directional
mobile robot is formulated as a NLP one by
an iterative procedure in Section 3. In
Section 4, GAs are used to generate initial
feasible solutions of the NLP problem.
Problem solution and simulation results are
shown in Sections 5 and 6, respectively.
Finally, conclusions and discussion are

given in Section 7.

2. Dynamic Equations of the
Omni-directional Robot

In this section, it is assumed that the
of the

assembly mechanism

omni-directional robot consists
orthogonal-wheel
proposed in [2] and a schematic diagram to
illustrate the motion of the omni-directional
robot is given as shown in Figure 1. In the

working space of the robot, a world-frame

[x,,v,]" and a moving-frame [x,,y,]"

are defined as shown in Figure 2. The
frame that

world-frame denotes a

everything discussed can be referenced and
the moving-frame is a frame attached to the
center of the gravity of the robot. The

transformation between these two frames is

described by

X, | [cosg —sing |l X, M
) Lsing  cosg | 7,

where ¢ is the angle between these two

frames.

With the transformation in (1) and
according to the Newton’s Second Law of
Motion, one can obtain

1 1

M(xm_ym¢):_5Dl_ED2+D3 2)

M(3, +x,8) —ﬁD — ﬁ (3)
2 2

I,¢=(D,+D,+D;)L (4)

where M is the mass of the robot, / is

the moment of inertia of the robot, L is the
distance between any wheel and the center
of gravity of the robot, and D, i=1,2,3,

are the driving forces of the wheels.

In addition, the driving system
property for each wheel is assumed to be

given by [17]
1.0 +cO =ku —RD, i=1,23 (5

where c¢ is the viscous friction factor of
the wheel, R is the radius of the wheel,
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I, is the moment of inertia of the wheel
around the driving shaft, £ is the driving
gain factor, and u; is the driving input

torque.
From (1) through (5), and the
geometrical relationships among variables

é,%, .y, ,and 6., itis found that
X, =ax, + azym¢ — b, (u, + u, —2u,), (6)

¥, = a,, —a5,p+3b(u, —u,), (7)

¢ = a,p+b,(u, +u, +u,), (8)
where

a,=-3c/(31,+2MR") 9)
a,=2MR* /(31 ,+2MR?) (10)
a,=-3cL’/(3I,[’ + I ,R*) (11)
b, =kR/(3I,,+2MR?) (12)
b, =kRL/(3I,L’ + I R*) (13)

From (6) through (13),

transformation between the world-frame

and the

and the moving-frame, the dynamical

equations of the omni-directional robot are
given as
a, -—a 4¢ 0 |[x

w

i .w = a4¢ (l] 0 yw +

dt|” ;
@ 0 0 a; | ¢

bp, b p, 2bcosg|u, ]

b,B, b, 2bcose|u, (14)

b, b, b, Uy

where
a,=31,/(31,+2MR?) (15)
B, =—[3sing —cos¢ (16)
B, =~/3sing—cosg (17)
B, =3 cosp—sing (18)
B, =3 cosg —sin ¢ (19)

3. TOMP between Two
Configurations

3.1 Problem Formulation

The TOMP

omni-directional mobile robot between two

problem of the

configurations is to find the control inputs
that will move the system from an initial
configuration to a  desired final

configuration  while minimizing the
traveling time. With the dynamics in (14)
through (19), the TOMP problem can be
formulated as follows:

PROBLEM 1: For the omni-directional
mobile robot described in (14) through (19),
assuming that the initial configuration is

given as

(x,(0), ¥,,(0), #(0)) = (xo, ¥, 4)  (20)
(%,(0), 7,0, (0)) = (0,0,0) 21

determine the control inputs u,(¢), u,(?),
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and u,(¢) for ¢ €[0,7,] tominimize

J=t

f (22)

subject to

(x, () v, (t), 8t ) = (x,, ¥, B,) (23)
(x,(t,), 3,(t,), 4(t,)) =(0,0,0) (24

and

u o <u(t)<u, . for

1 ,mm 1,max

tef0,1,]; i=1,2,3 (25)

where (x,,y,,4,) is the desired final

configuration.

It is obvious that Problem 1 is a very
difficult problem due to the nature of the
nonlinear and coupled relation of the
omni-directional mobile robot. To cope
with the difficulty, Problem 1 will be
formulated and solved in the discrete-time
domain by numerical methods. By
extending the concept in [16], it will be
shown how to determine the time-optimal
movement of an omni-directional mobile

robot between configurations. The first step

is to divide the interval [0,7,] into N

equal time intervals, where N is the number

of control steps [16]. That is
ti_tiflet:tf/N fori:1,2,---,N

(26)

If the acceleration is assumed to be

constant for each sub-interval, then one

obtains

x,@)] [x,G-1)+%,(i-1)- At
70| = 2, =1)+5,(-1)-Ar
#0) ] [4.-1)+4,(i-1)Ar

0)+> y,(k)-At|  (27)

(= 1)+ 0.5% (%, (1)+ 5, (i~ 1)) Ar
y,i=1)+0.5x (5, () + 3, —1)- Ar |(28)
__¢z—1+05><¢(z) Hi—1))- Ar

<>+osx;<xw<k> %, (k-1))- At
’<yw<k>+yw< 1))- Ar

1

i— l

fo_r i=12,- N
(x,,(1), »,(0), §(0)) and
(x,(i), y,(i), #(i)) are used to denote
(x,(i-Ab), ,(i-Ab), §(i - At)) and
(3, (- A1), y, (i A1), §(i - AD)),

respectively, for notational simplicity.

where
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I (0, u,(0),1,(0)  are 3, (N)=£i(x,(0),(0)4(0)

substituted into (14), with the given %,(0),7,(0).4(0), (33)

(x,,(0), »,,(0), #(0)) and TRTANTAY.YS

(x,(0), »,(0), é(O)), then the values of ¢5(N): £, (xW(O), yw(o), ¢(0)’

(x, (D), ¥, (1), ¢(1)) and x,(0),7,(0),4(0), (34)

(x,(D), y,Q1), ¢5(1)) can be obtained from
(27) and (28). Applying input torques to
(14) sequentially and repeatedly using (27)
and (28), the final configuration of the
robot can be expressed as functions of

(x,,(0), ¥,(0), ¢(0)),
(x,,(0), 7.,(0), $(0)), the input variables

(ul (0)5 u, (0)’ u%(o))a '5(”1(N - 1)’ MZ(N - 1)5 MZ(N - 1))’

and the sampling period A¢. This means
that

x,(N)= £(x,(0).5,,(0).4(0),
%,(0).3,,(0).4(0), (29)

ul,uz,us,At)

v.(N)= £,(x,(0).,(0).¢(0).
%,(0).7,(0).4(0), (30)
ul,uz,u3,At)

(V)= £3(x,(0).,(0).4(0).
%,(0).7,(0).4(0), (31)
ul,uz,u3,At)

%, (N)= £,(x,(0).7,(0).4(0),
%,(0),7,(0).4(0), (32)

ul,uz,upAt)

ul,uz,uS,At)

where  u, = (14,(0), u,(1), -, (u,(N = 1)),

u, = (u,(0), u,(1), -+, (uy, (N — 1)), and

uy = (u3(0), us(1), -+, (u3(N = 1)). A
flowchart to illustrate the derivation of (29)
through (34) is shown in Figure 3. With (29)
through (34), Problem 1 is now turned into
a standard constrained NLP problem as
follows:

PROBLEM 2: Given the
configuration in (20) and (21), determine
the values of u,(0),u,(1), -, u,(N-1),

uz(O)’ uz(l)a"':uz(N_l)
u;(0), us (1), us (N 1),

initial

and Ar to
minimize

J=N-At (35)

subject to

At >0 (36)

(x,(N), y,,(N),§(N)) = (x,,y,,6,) (37)
(%, (N), 3, (N),$(N)) = (0,0,0) (38)

ui,min < uz(]) < ui,max for
i=1,23 j=0,1,--,N-1(39)

where (x(N), y(N),p(N)) and
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(X(N), "(N),p(N)) are defined in (29)
through (34).

3.2 Choice of Control Steps and
Sampling Period

Although the TOMP problem of an
omni-directional mobile robot can be
formulated as shown in Problem 2, there
still exist several difficulties to be solved.
One difficulty is the choice of the value of
control steps N. It is obvious that a
larger value of N gives more freedom for
the input variables. However, this also
means more computation burden for
Problem 2. For linear system without
constraints on the input variables, it has
been shown that the initial choice of N
must be greater than the dimension of state
variables [16]. Though no similar rules
can be followed for nonlinear systems, an
integer that is large than the dimension of
state variables will be chosen as an initial
value of N in this paper.

Another difficulty is the choice of
the sampling period. From the viewpoint
of discretization accuracy, it is obvious
that smaller sampling period value will
result in a more accurate model.
Therefore, a limitation of the sampling

period, say Af, ., should be chosen. If

the value of Ar obtained in Problem 2 is

greater than At then a new value of

limit 2

control steps will be chosen according to

N >N-At

40
s ()

4. Initial Feasible Solutions

Most NLP algorithms usually need an
start the

optimization process. In Problem 2, an

initial feasible solution to

initial feasible solution means a set of
1,(0), 1,(1), -, (N = 1),

u,(0), uy (1), -+, u, (N —1),

u;(0), u;(1),- -+, u; (N 1), and At
satisfying the constraints in (36) through
(39). It is obvious that these solutions are
not easy to be found since the constraints
are  highly nonlinear and coupled.
Therefore, an approach based on GAs is
feasible

developed to generate initial

solutions.

The theoretical basis of GAs is that
chromosomes (solutions) better suited to
the environment (evaluation) will have
greater chance of survival and better
chance of producing offspring. The
evolutionary process is based primary on
the mutation and crossover operators. The
crossover operator combines the features of
two parents to form two offspring. The
mutation operator arbitrarily alters one or
more genes of a selected chromosome,
which increases the variability of the

population. These two operators can further
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be divided into static and dynamic, where
static ones do not change over the life of
the population while dynamic ones are
functions of time.

In the evolutionary process to generate
initial feasible solutions of Problem 2,
genetic operators such as real number
encoding, arithmetical crossover and
non-uniform mutation will be implemented.
Moreover, dynamic mutation and crossover,
enlarged sampling space and ranking
mechanism will also be used to expedite
the convergence of the evolutionary

process.
4.1 Chromosome Representations

How to encode a solution of the
problem into a chromosome is a key issue
for GAs. In this paper, since the parameters
to be determined are all real, real number
encoding technique will be used. Once the
real-code chromosomes are used, the next
step is to determine the number of genes in
a chromosome. If the number of control
steps is N, then the chromosomes will
(3N+1) genes,
1,(0), uy (1), -+, 1, (N =1) :

1,(0), uy (1),-+-,u, (N =1) :
u,(0), uy(1),--,uy;(N-1) , and Ar ,

contains which denote

respectively. For a chromosome

X =[X,,X,,X;y,,], one can find that the first

3N genes are within the ranges

[ 1min» Ui max ] fOT i =1,2,3, and the lower

bound of the last gene is greater than zero.

4.2 Crossover and Mutation
Operations [18]
Arithmetical crossover and

non-uniform mutation will be introduced in
this  section. For two real-coded
chromosomes x;, and Xx,, the operation
of arithmetical crossover is defined as

follows:

x; =Ax, +(1-2)x,

(41)
(42)

X, = Ax, +(1-A)x,

where A €(0,1).
For a given parent X, if a gene x,

of it is selected for mutation, then the
resulting offspring will be randomly
selected from one of the following two

choices.

U L
where x; and Xx, are the upper and

lower bounds of x,; r is a random

number from

[0,1] ; gen is the
generation number; G is the maximal

generation number, and b is a parameter
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determining the degree of non-uniformity.
In addition to arithmetical crossover
and non-uniform mutation, dynamic
crossover and mutation probability rates
will also be used for fast convergence. The
crossover and mutation rates are defined as

follows:

Crossover rate = exp(—%) (45)

mutation rate = exp (—&j -1 (46)
4G

4.3 Enlarge Sampling Space

To generate good offspring, a method
for selection of parents will be necessary.
For selection methods that are developed
based on regular sampling space, parents
are replaced by their offspring soon after
they give birth. In this manner, some fitter
chromosomes will be worse than their
parents. To cope with this problem, the
selection method in this paper will be
performed in enlarged sampling space, in
which both parents and offspring have the
same chance of competition for survival.
Moreover, since more random perturbation
is allowed in enlarged sampling space, high
crossover and mutation will be allowed in

the evolutionary process.
4.4 Ranking Mechanism

In proportional selection procedure,

the selection probability of a chromosome
is proportional to its fitness. This scheme
exhibits some undesirable properties such
as a few super chromosomes will dominate
the process of selection in early generations.
Moreover, competition among
chromosomes will be less strong and a
random search behavior will emerge in
later generations. Therefore, the ranking
mechanism is used in this paper to mitigate
these problems, in which the chromosomes
are selected proportionally to their ranks
rather than actual evaluation values. This
means that the fitness will be an integer
number from 1 to P, where P is the
population size. The best chromosomes
will have a fitness value equal to P and
the worst one will have a fitness value

equal to 1.
5. Problem Solution

The details of the proposed method

can be summarized as follows:

Algorithm A :(Generating an initial feasible

solution)

Step 1:  Define the fitness function.

Step2:  Determine the population size,
the crossover rate according to
(45), and the mutation rate
according (46).

Step 3:  Produce an initial generation in

a random way.
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Step 4:  Evaluate the fitness for each initial feasible solution obtained
member of generation. in Step 3.
Step 5:  With the crossover rate in Step 2, Step 5:  If Ar> At , then choose a
generate offspring according to new value of N according to
(41) and (42), in which the (40) and go to Step 2. Otherwise,
ranking mechanism is used for continue
selection of chromosomes. Step 6: N -Atis the minimal traveling
Step 6:  With mutation rate in Step 2, time
generate offspring according to
(43) and (44). 6. Simulation Results
Step 7:  Select the members of the new ) ) )
' ) In this simulation example, the
generation from the parents in o ) )
) omni-directional mobile robot is to be
the old generation and the o :
L moved from the initial configuration
offspring in Step 5 and Step 6
according to their fitness values. (x,(0), »,(0), #(0)) =(0m,0 m,0°) (47)
Step 8:  Repeat the procedure in Step 5

through Step 7 until the number
of  generations reaches a

prescribed value.

Algorithm B : (Solution of Problem 2)

Step 1:  Choose a value of At and

limit
an integer N .
Formulate the TOMP problem

as a NLP problem as shown in

Step 2:

Problem 2 with the chosen value
N.
Use Algorithm A to find an

solution of

Step 3:
initial  feasible
Problem 2.

Step4: Use any NLP algorithm to

determine the minimum value of

At in Problem 2 based on the

(3(0), 7(0),4(0) = (0m,0m,0)  (48)

to the desired final configuration

(x,(N), y,,(N), #(N)) = (1m,0 m,180°)

(49)

(E(N), J(N),$(N)) = (0 m,0m,0) (50)
in a time-optimal manner.

For convenience, the dynamical
equations used in this example are the same
as those in [10,11]. This means that the
parameters of the mobile robot are chosen

as M =9.4kg, L=0.178 m,
I,=11.25kg-m’, I, =0.02108 kg-m’,
c=5983x10"°kg-m’/s, R=0.0245m,
and k=1, respectively. Meanwhile, the




A Nonlinear programming method for time-optimal control of an omni-directional mobile robot:

Shi-Min Wang, Chia-Ju Wu, Jia-Yan Wei 95
constraints on the input torques are 0.0475 (sec.) and 1.0461 (sec.),
assumed to be respectively, and the simulation results are
—10Nm <, <10Nm (51) shown in Figure 4.

~10Nm <%, <10Nm (52) 7. Conclusions and Discussion
~10Nm < 1, <10Nm (53)

In applying Algorithm A to generate
an initial feasible solution, the fitness

function is defined as

(54)

fitness = —
l+e” +e

where
e =(x, —x, (N +(y, = y,(N)’ +(4, —d(N))’
(55)

and

& = (x,(N))’ +(3,(N))’ +(O(N))* (56)
In applying GAs, the population size and
the maximal generation number are chosen
to be 50 and 100, respectively. During the
simulation, the MATLAB Optimization
Toolbox will be used, and the value of

At. . and the initial value of N are

to be 0.05 (sec.) and 11,
respectively.

Applying Algorithm B with N=11, the
values of At and N -At¢ are found to be
0.0985 1.0835

respectively. Since Ar > At

chosen

(sec.) and (sec.),

i » the value
of N will be updated according to (40),
and the new value of N is chosen to be
22. Applying Algorithm B with N=22, the
values of Af and N -A¢ are found to be

This paper presented a novel method
TOMP problem of a

omni-directional

to solve the
three-wheeled
robot. The first step is to transform the

mobile

problem into a NLP problem by an iterative
procedure. Then a GA-based method is
proposed for generation of initial feasible
solutions since an initial feasible solution is
usually needed in solving a NLP problem.
Different from the methods that utilizing
the PMP, the major advantage of the
proposed method is that one does not need
to solve a set of highly nonlinear
differential equations.

In the proposed method, one may ask
why the optimal solution cannot be
obtained by applying the GAs directly.
From theoretical point of view, this task is
possible to be done. However, in practice,
the major difficulty is that the feasibility of
the solution is very easy to be violated
during the evolutionary process. This
explains why the time-optimal solution
cannot be obtained by applying the GAs
directly.

It can be proved that the solution
Kuhn-Tucker

condition [19], which is a criterion used to

obtained satisfying the
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check a local minimum. In addition, from
the simulation results in Figure 4, one also
can find that at least one of the four control
inputs saturated at any time instant. This
means that the solution is in the form of
bang-bang control [20]. If a solution does
not satisfy the Kuhn-Tucker condition or
not in the form of bang-bang control, then
one can conclude that the solution is not a
global minimum. However, since the
solution obtained meets both criterions
simultaneously, it will be hard to determine
whether the solution is globally optimal or
not. More effort will be needed if one is

interested in this issue.
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Figure 1. A schematic diagram of the omni-directional robot.

Rﬂ: \.‘
«
|
L
v *
» r
L.
e
2 L ;ﬁ
"
a i Eﬂ‘
Jodi)
y: 0 "
‘I-l
=X
T T
[xw7yw] [‘xmﬂym] *

Figure 2. Definitions of the word-frame and the moving-frame
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Given (x,,(0), ,(0), $(0)) and (,(0), ,(0), $(0))

i
|

Apply (u,(), u, (i), us (1)) to (14) to get (%, (), 3, (), $(0))

l

Find (x, (i +1), y,(i+1), (i +1)) and (xw(i+1), y (i +1), ¢5(i+1))

from (x, (1), », (1), $0)). (%,(), 3, (), 60)). (£,0), 3,0, $())
and At by (27) and (28)

i=i+1

Yes
End

No

Figure 3. A flowchart to illustrate the derivation of equations (29) through (34).
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Figure 4(a). Plotof %) for N =22.
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Figure 4(b). Plotof Vv for N =22.
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Figure 4(f). Plot of u; (1) for N =22.
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A Study of Medical Service Quality and

In-Patients’ Satisfaction by Using Kano’s

Model— An Example of Certain District
Hospital in Taichung

Chih-Ling Lin, Chien-Ming Cheng, Chin-Hao Ma

Abstract

This study explores the classification of service quality attributes and identification of
critical improvement service quality attributes for patients and employees based on the
certain hospital by applying Kano' s model. The study also discusses the important degree
and consciousness satisfactory of service quality for patients and employee of hospital. The
SPSS statistical software was used for statistical analysis including t-Test, reliability
analysis, ANOVA and LSD post hoc comparison. The questionnaire was designed on
Kano' s two-dimension model to evaluate the quality of hospital service. The results show
that there is a statistically significant difference between the in-patients and employees in
most items assessing quality elements. This study also implements the patient' s
satisfaction of perspective of healthcare service analysis. In addition, we use “Customer
Satisfaction index matrix” to access critical service quality dimensions. These research
results can be used by the document hospital management to improve service quality

satisfaction to create competitive advantage.

Keywords : Patient satisfaction, Healthcare service quality, Kano s model.

Chih-Ling Lin*, Assistant Professor, Department of International Business, CTUST.
Chien-Ming Cheng, Doctor, Cardiology, FYH.

Chin-Hao Ma, Doctor, Pediatrics, FYH.

Received 20 January 2011; accepted 13 April 2011



M Kano —HHASAURSVE R AR o BEREFTRBMSE 2T  PEREBHEVERAHI  MIERE

2R BE=

105

k

-t

= Bl

B E SR MR BT T 2 RERE IR

[l

bR DA - BITENAZ 558 7 AR 2

M HBCRAY B #Y TSR A TR A& TR
AR - PRI A RAELE » 2815
B IR e B R SRR » (o
FREAT2IRT Ry~ Bhealaiszl - B
A B R ZE A BRl4,5] &
EHTRR SRR BR T2 E BURHET
= REFRENEREZEZIN HilEH
Al LB SRR bR EE 2 T B ES

ERIERTHY FHEA T B BV ERIRFCL6] -

MR EERESEIN = b TRBRAVER F ok
EREFERHEIN REENE UK AE
HIARIS KB FrA s oI (At B DU #Y
A IE BN R ER B R B RE R
SRR OAIEZE[19] » By T2 A5
B3 AR BT 2 B R e P/ s
WTmEEEES > 4 2HMEEHE
(Total Quality Management) ~ S5 ~ 7
TG ~ SSHEHEN ~ AN{EREAEAEEE2,11] -
B R BN IR BN IR PR AR Y
¥ B EEE G IR E AT
DL e B it s Ak s Y e B8 7 K T g 4
RO =N el VRN S 1
— e KR TR R S KB TR
LB ITER W E T EERHY H S -

B Ak S o B E L P B Y R
AL MG BAREEHY © [F]HHp5 FE A AR A% o

B OK G e E IR A A (NI s
AT s ERZ RN ETGE - 12Tt
AR B R A B Y EE R 2R 1Y
o PR IR 755 v L AT s A RS2 E g
B WARZ IR mEREmE R -
Bolton & Drew [13]EdiBoulding, Kalra,
Staelin & Zeithaml [14]35 4R FS /& Bl
B R IR R R T
Y F R 2R BRI Y AR 5 o B L 2
B AR R L SRS m A
HEFERYERE - m] RAGERKEECE - ¥
AR E < SR A 4R -

FRT T B I YRR BRI B
B0 T AR an B R A
HYRRZE[39] 5 A AERAN T SRR IR 75
o E BRNRATE L E— 4 a8
TR T IR E E— i E R AR
R ERAZ W S B st R E
AR SRS B A 8 A — 4
PRI oy Hom B AN i [15,23,32] -
EEE L RS E ENEHEEN T
BIZ0E » BT S HEMINRE S IR
Rk e i & G = B B A e A —
e AR T A FE - R ¥ Carson,
Carson & Roe [17]AYRH5E » 755 BAYHAEE 43
R=JBWNHRK BfEE—BINEHIIFEK
(implicit need) 5| Fs AL AT K - At~ = HF ik
FERAE > BB RPENEK
(explicit need) » = FF A & {505 A A g

m\-ﬂ

\m]fﬂ




106

BYewR E-+=H RE-OOFNA

B EE e R A AT R A REDRE > 25
SRR BRI E R ) GRZ
A B BB YRR L B2 B A
(SRR RRE bR - HbTFEaiR B T #r & &
RS - AR T RS ERAN EE
ABIFE R ST o AL Ik
Bt Bt B TR AERbeRE LT AR
FHKano —4EMAMIEEE 2 M6 - 21K T RS
R THERREELREA 42 mE
Rl Mt A FREEA N B B A 2=
5o R TRBREREGEL i
BRI R PR s e R M - AW FE Z HEYATS
— BB R i (R e A
B8 THRBEMEER BT

M
= PR R R B E R B TATE AT

R E R RS AT -
= MR E E R AR R L AT
ZEEF IR SGE IR anE R

& - SEHER

— ~ BFERELE

BN BRGNS EATEAA AR
BA TR — bt B feftey
P & 2 BRI ~ 5l K1 ~ 2=
BRI - SRR 12145 B R s an B ]
EEE R B R o B - BRPR B 5 A
VRN = PN SR T )4
1T R EHY R TIRD - BB i B TR PR

EE L T » Hrp A iERE GRS - e
HIEE ~ AT B R R
Z & WPV N B R ik - &
FHEK - B Plymire [37]JR%E & I
B E RS W E AR
IEEHTEB) -

mA e FRRG mE & (FE A
R R B 51 B RS 2
Parasuraman, Zeithaml & Berry (DA 5
PZB) 1y SERVQUAL 1% = HI & I #5 i &
[34,35,36] PZBIE 557 E an'E /%
HIZ B PSS 2 22 52 M DA AR
S5 EESERVQUALE A M E iR A5 E -
HREm R RAEM - 5N - KIENE: -
e E E B B M - 1fij Cronin & Taylor
[20, 21138 Fy e B & N B G & E SR
B0y - (R R B e E L B S AR
REPZB = A A i & s i
AN ERGNHTEE B (3 eI » AF B R o
& /7 ° Robert & Kathleen[38]31 Ffér =
B IR IR S o R R AR IR B R T SR R MR 2K
axa M EEE - FERFEERAEE - BRI
FREA%E . =2 - Bowers, Swan & Koehler
[1STRIEE R FHSERVQUAL 5 2 35 25 B
el im'E - FREWIIE®E (Nursing )
BT RR2E B (Medical Outcome ) &
| WEMFEERRELENESR -
Georgette, Zifko-Baliga, & Krampt [23]11
2 H FEER FH 222 Donabedian [22]7Y =%




M Kano —HHASAURSVE R AR o BEREFTRBMSE 2T  PEREBHEVERAHI  MIERE

2R BE=

107

D &ERE  IBRR - SRR R RIS

®

HoAh [ SN B B R I 5
M BRI Z W52 B4 - Carey & Seibert
[16] 17 & {3 e jp BT 7 Ak s o B S8 Y
M4 - HrE I En / (EREE  BEAT
Rt SEFHIGGE - BRGER - 108 BBk
5~ ETEBLER - Abe/ 8 BRI
H Az E N B R R E 2 5T -
Coddington, Fischer & Moore [18]5% 21
TH 40 B i 95 Y B 8 0 15 T S5 B ER SR Y
S8 FUFT YIS R T A Iy s 2
Hh o B EEHYIE DIRRE By O HIES: » 4F
H R B B = B iR RS
RENBT - eSS4 5D -
SR T R P~ B R H R YIRS
AR ~ BEAMEL B AE 770 ~ BEA
[E2 I 70 e ~ Bl RAFIV B REC IR T
Z A EHARE TR ES B - BN R
Fom B BT AREEE
Donabedian[22 4 Frf tHAY45H#E ~ BF2 -
& SR = (R %5 o R I+ 45 AR B
BGERIE - i aEAE Al E PZBAE (I -

AR 28 25 2 B 92 SRR TE HY B R Al
15 i B R R W [ A B R
= R R RS R E RS B E S
fR2—[20,33,41] - M BB ERIGEL
B E SRR - IRIZFEE (3100
FenlERa BT 5 ~ BRGEA  BE

B~ (R E B R S5 o ) Ho
DEEANE MiE  HRRBREPS - H
it A B e BB i % an'E Ko B S B
2% =1 B AH B W 2% A Gonzalez, Quintana,

Bilbao, Escobar, Aizpuru, Thompson,
Esteban, Sebastian & Sierra [24]DLPEHE S

BN B e 2 LR B R FE H SRaes
H— BB E G WA ZR s
Fo BRGNS (EEE ¢ S R RIEE
SEIRIGEE - A7 B BRAEDER - H
(B 5% 2 e 2 B R S I 6 A0 G T Y
BIERE - mE AR R RS -
Lee, Chang & Chao[29]HI[£¥ ] Carey[16]
FY Ak 75 oo T G T s T 2R 9 B R A %5
' B R TR R
— ~ Kano —#Ef5A

FyEr4CHHE(Noriaki Kano)~ HE2E(E 2
S E SR BT — [ 1] 5 OB R R4
tHf%&(Frederick Herzberg) > 1959 FEH
iy — N T B 5@ (two-factor theory of jog
attitude ) Hf &8 (Herzberg) Firfg Ay —
KT Zm (two-factor theory) » S FE B —
{R{&EE H (motivation-hygiene theory) » I
FHeT B T TERERE B LIEWE
147 s AN T JBUEIR F-(motivators)
EA (R R - (hygiene factors) » 3 HF T {E
SRR » S8 Ry e YR THT Ry TR
N R By IR S5 0 &
BRI 2 BRI e T B AR R - (E 2 R




108

BYewR E-+=H RE-OOFNA

ZIRF A G AR & B AR ER TR - A

femnmiE i BEh = BRI E SRR R E -

Wz AR g (Herzberg) By — A7~ BH G i 2R B
AT Zoran B RYRER  (BIR 2 2 LT
B o B Ry IR P G S A E W e
Az 7 ) 7 [ BRI % » 728 AR B AR BT A
e R G K R E AN RERAEE S:)
TS SR N2 - 12 AR5 FE B R = S ik
B o B A iE (LR e B R Y
TR W EER TR A —E
GRS AR ] RE B SR R E B0
HEE -

SRt P UGN - B ¥ i g
AT T E A R S E HIM-HPE” » (22
% Bk 7 S (Attractive  quality) K25 28
an’E (Must-be quality) 447 - I EF4CHH
(Noriaki Kano) ~ HEEFE ~ EESCKHEL
AR — [ YRS ) e S RS 2 Yy B
SRR E BRGNS - E 4Ry Kano 4

-

o B AT ot B T 2R W ol AR

ik 7 i (Attractive  quality) B & 28 58
(Must-be quality) - 5B E 7/ AHH& RIVEEE
OOk B oS % Bk B E
[8,9,27,31,40,42,43] K/ fn Al #T BELGA %% -
T 7 B 5 2 AT AR % s B Y B AR
fH B W 98 A X W B O A 3
[7,26,28,29] -
FPEPACHE SR Y 4 o B I A o
EE IR N AT ME(10] - SRl

T

i 7 i B 22 & (Attractive  Quality
Element, A) : & 2 Z 7C 2 FFRIEEDwE
7 R B At B2 (H R & R R U

EH ©°
I

oo

— 71k im B % 2 (One-dimensional
Quality Element, O) @ N R4k & 5
2 EmEERT R BE g RE N
B EATEER  gEBEREAWE -

= AR ih B B ZE (Must-be  Quality
Element, M) : & thanEHE 7T e ;> &%
Bl RE AT E N NN R B A H
T EER MR w e BT HR =0
g (= RN E -

it 7% B 18 32 2% (Indifferent Quality
Element, I) : gt TH o B B3R 70 e Bl Ay
A gs BRI ES A WE

i G B ZE (Reverse  Quality
Element, R)[FTH 8 B2 78 e B - & i gH
FIREA R AERA TR - ST %
BIEREDRE -

CHEE N — 4 B Y R R R
1> BB R AN [E] 4 B e — A AR
EERYZEM > A VAR VAL
i i 2R & oy A [ MR L i ELT
RENERTEAE BOE R 4S5
Rl EnE R a8 b KA B
WEE A B AR % e B AE an B R B EAY 72
B DUFREst T HE R 2 FERTEE 2




M Kano —HHASAURSVE R AR o BEREFTRBMSE 2T  PEREBHEVERAHI  MIERE

2R BE=

109

USRS - Ky 1 e B — A IR S
BiZ: » Matzler & Hinterhuber [30]fgH T
"EEWE AR R BRI
ZanE Z4af - HEL T IaEA) ) ho
BN =t E(O) LR SR L FE R
M " —JtdE(0), ik TEARGEM)
R E N MR T I R RS
B FE A DR ST E R TR
0 o] A b TR A e LR D
NREE& %) DEBHEREZE
FE o AR I S i E TR AR R B 5
RUEREE 2275 » AR

A WA S e
=(A+0),/ (A+O+M+I)

A RDEE A R ESEE
=(0+M) /(A+O+M+I)

eFKano — 45 Y 8 A i B R AR 745 i
'8 AHBAMSE > B0 < 5 BB A [ 7]
PIKano " HEFE RISk B4 R A I 55 i
FiE - Bt e SR aiE A KB (R
Eabe - mnsR B e~ SR B be - iU B Bt
P e e S BB B e ) VS A ~ &1 Kbk
EE S L& AT R = (R » 45 SR 3
ERRBmE T EIHEES K
7 E A E B ) e B R R R E
N B FTE R 2 BRI E EIH TN A P
] - Lee, Chang & Chao[29]7# FKano
TR T E R 0 TR
P s o AL 2 T R - WS

R RAE R —RAILEEZT L
Bl —RRL TG ) 2R BB E T K
BEAHEH &b B TEAAEE R,
LRI EE e - FAH TS B A B R A
ESHINIGE - s A E AR BEEA -

B2 Hu, Cheng, Chiu, & Hong [26]4%
B T HEIE R A RS R R R e S F R A
RU S 5 B R 55 i B i A T B G
R 2 e = Y4 WA B
an B Y R R R R R TR AL
% °

KT I B P Al 5 oo T B e o B2
R e I B A B
R AR AR ZE B e Z IS i
T R BRI S e -

2 -MARBGE

— ~ WigEiEE

brgefEcan  ( DARE fiE (e 2 07 2%

R

HI1: A [ TG R S B 3l 55 o e M 2 38
I Rs—4EmnE -

H2: A [EIRER (& B T B )i
HHEET e AT el B A

H3: A [ &Rt 2 I A ( fre s 6 3
P5e 25 T Al 55 ot B S T e 8 I

>m]\-ﬂ




110

BYewR E-+=H RE-OOFNA

= GRS E TR S
ARWFELEEE 72775 R T RIHSE
HHVAR R G E s T R AR E  —
FyKano 4 it/ B FF MR & 3 & R R
BB R EE 2 G5 E TS R
FEbr 2 Bht B TR ERURE  DAESLIH
R RN BB R o E . B
MRS B R R SR S R R > BB R B
b B T s E e BN Bk B mE 2
RSN - I B EIHA RGeS
B Hi B S 2 FH BT SR RE I [22,7,16] B
Rz E e B bR E i ) E
T LS TER B RS ER R - BEME R AT SE Mk
TEIRAE T FEME - (R - KE KRR
M~ BIFRAL R BR B4 R - W H 25h B bt
FER e 7 N AR A F R 15
AT FE 2 1925 50T FR 745 B e 1 S 0
% » FEEHDIME 1R Ry Ry 3ORETH - [
GHIRIREREET I 20 B Ry ST
1 R B8 be B T R (1 Fe i B ¥ Kano — 4
Bz ViERE ) KT KA RS E R
O A B T P A B8 Ny HI e
NEARE R EFEE A B 7 MR T
B~ BEEE - REREE - (R
% o By Kano —4EEAY » HARH
oo B R EER AT B IR (B E AR )
B K7 171 (i B B RN A8 B IR ) Y 39 {18 i 3
[HRE - 4 R 2207 oy Tl B 2880
oy A Ry ~ BRTE N IR - e

KA R MBS e BRI G 2 FEE
AR Ry (Liker) ARG SR > AZ5HA
BR— BRI REEE > — 0 Rt A i
B Dok ANRE > =0k ok
W T RIR R

B FE £ B DL R ZE B e Y B
BER TR EbREB RS HMEHIH
FREQ96LE10 H AJEI11 H i) » AR
A7 A PR R B FE S S PRERSE T
AT ~ D9 5 ~ Wit ~ DRl 55 ke
LB P Z X BehR 8 s E L R (R
BB LT s A R BB - HEl
&N B EIR F EHERT R BT R
GinA AR A B AR R TR
EBTWE > MEE R A REI964E10
A AEIEIITA3TH ik AR R 7y
AT H R H VRS AR EBAR Z X
Tl EEHRE3500) > [BU35007(H
BT T 2 515000 - (LR ENE
200073) > PRI G611 (R 150073 K
EFRELLD) > A28 (2
T100073 R AE: R 18910m) - AEU R
#£82.57% o

2 - SRl

AR EEFSPSS for Window 12.0fK
GaTEAL RS TG EREE LIy
ZATHTELEE L gRRARET T ~ (EFE T
th € ~ B8 ZE T LSDE &g




) Kano —HHASAURESVE R AR o BEREFTRBMEE 2T  PEREBIHEVERAHI  MIERZ

2R BE=

111

— AR

ARG (B 8 THEBA
) ZEAZREEH (AR > AR
e Bl B TEM VR A E RS T B
1516% > ZCPE(584% ; Fiie g HII % [521-30
BRIES - HR31-405% ; 185 H > R
IECER B (54%  EAREARA T 2154% -
EEEEA TL42%  FEEEAIIE
PIRREZ /% hEie B T293% 51

RILIEEEE 2 1550% » A A B HIE39% ;

B EERZ RS T+ HEITTHA
LIB&RT{16% ~ 5 1:A550% ~ —fRATELA
H1519% ~ Bt NB(511% - 2R A 8 K
=HENEITE2% 1%
(EBemEE LT - PR - B2

MEfEZ5(66.1%) - FPERIF5(33.9%), -0 /E
PA21-30 5% 2 - B BE /& %6 (23.3%) » DA
31~405%E B/ (19%) s 484 5 T RN 7 52
AR B B CE A TUEZ(58.2%)

HR P ARAE HEEE(37.6%) » B ETEEEE
LU 32.8% e IR f527.5% >

BERIACEDL F5539.1% ; BRI D 4 =
% (18.5%) 5 JEAE 1 A DUE R i By
(39.2%): (EBERAT AR R 25 80(29.1%) »
HRRIMEH23.8%) 5 R BRALRIR % By
1695 55 Z (£ [5e .(38.1%) » HexAlE 5
Sy EC R U7 AR B & A
86.8% » 5t Ak [t & & Rl DL 22 & J& %
60.3% > FHAFRELE B T (FIHE R G -
e A B ZFEE T R B R i
HEE > EPUREZ B R AT -

1 BB TEAFomEEARER
BlizaT R &
BEARER HH AN | BHobe(%) | BEAER HH AN | B5EE%)
- B 16 16% R 5 64 33.9%
4 84 84% o8 125 | 66.1%
20 BELL T 1 1% FHS 20 kLA | 31 16.4%
21-30 5% 49 49% 21-30 5% 44 23.3%
FS 31-40 % 32 32% 31-40 5% 21 11.1%
41-50 5% 12 12% 41-50 5% 36 19.0%
51-60 % 3 3% 51-60 % 33 17.5%
RS EHE | 54 54% 61 L b | 24 12.7%
CAHERFA |4 4% P RIFEHE | 71 37.6%
S T
CEHEDE | 42 42% CEEERE | 8 4.2%
T2 T




112 BFER E-+=H BEB—OO0FNA
Bl 1 1% CUSEEA | 110 58.2%
FL
= 3 3% HERE | NEDUT 33 17.5%
KERE o = =
AR Fa 44 | 44% ELL 29 15.3%
KEE 49 49% = 52 27.5%
WL E |3 3% R} 25 13.2%
N IN=I 39 39% RE 46 24.3%
5 HE(& 50 50% e b | 3 1.6%
EERG4 R 6 6% I 0.5%
HAth 5 5% ek fite 29 15.3%
1 LR (&
| 5) ( 21 21% HABANE |5 2.6%
1-3 4F 19 19% = 7 3.7%
RHEEL | 3-54F 14 14% T 30 15.9%
5-10 4 20 20% & 20 10.6%
10 F£LL F 24 24% 8B4 35 18.5%
ARIE 2 2% SIEEES 21 11.1%
EFTESAR 12 12% A% 26 13.8%
JEERAT 3 3% HAth 16 8.5%
FEXFL
g 1 1% RS | R 74 39.2%
EHAR 49 49% A 38 20.1%
B ERRERRT |1 1% [EE 11 5.8%
e N 11 11% THifee] 12 6.3%
%ﬂ%ﬁﬂ)\%\ 2 2% K 5 2.6%
=EENE 1 1% HoA, 49 25.4%
— AT ELA .
s * 19 19% ERRE | AR 55 29.1%
HAth 1 1% ANEL 45 23.8%
G 31 16.4%
SRR 1 0.5%
R 6 3.2%
18 1R} 3 1.6%
H&ER 3 1.6%
B 39 20.6%
HAth 6 3.2%
REEN | 135 29 15.3%
15 %= 13 6.9%
16 f5 = 72 38.1%




I Kano —#HSAVERSYESRRARTS

O o

aei=}

BRRBRRE T | PR ELAEER AP « MAIER

113

17 55 5 10 5.3%
18 % 27 14.3%
22 K P 15 7.9%
23 5= 3 1.6%
HcAth 20 10.6%

T = R

2 e 164 | 86.8%
Ei& 12 6.3%
W& 8 4.2%
AR |5 2.6%

56 B I R

o WEAN |50 26.5%
X JE 114 | 60.3%
=Fid 12 6.3%
W& 13 6.9%

=

Abft5ELLCronbach’s as3 AT A E—EL
M o i E Kano 45T 2 MG ER M FE
Beds B = S 2 (S > Cronbac’s afH 4152

2Ff7~ o Guilfold[25]#5 H{Cronbach af% 8
KIR0.TAIEA S5 E » AEFR0.3581 £
KASTEME - FET LUTESE - AT 2 0 idd
REGEEEREEARN0.7M L » BRMH

BB (SR -

722 [% .~ Cronbach’s o {483

{ZJ& Cronbach o {H

Kano —4fEf&#l

i Ew FTEE R
ET 8 BT it 8
P g T 0.897 0.783 0.880 0.937 0.898
LG 0.826 0.781 0.881 0.845 0.786
By 0.838 0.826 0.898 0.896 0.896
HOE s 0.814 0.749 0.866 0.879 0.879
raa e 0.803 0.735 0.887 0.862 0.862




114

BYewR E-+=H RE-OOFNA

Al 0.907 0.857
EFEAL 0.772 0.701
BRI 0.821 0.781
BRSEE 0.964 0.951

0.948 0.857 0.914
0.724 0.771 0.757
0.896 0.781 0.877
0.977 0.978 0.957

= ~ Kano 4S5BT

(FEFeps BB & e & T. 2 Kano — 4t i
BRI S5 RTINS fe ks
IR [5] B B 2 B 755 o B R P o B A SR
FLEF I RARS + Him S E R
$ > (BRI KanoSURR 2 53 A BE - RifE
[l T 2 & R TE P iR SR A AN [F] 2 s B T
PEARZCAETTINAE » $R A S B s AR
TEEITH -

B RIGHEEDURE Z 396 M

THEEE S A 30{E TR R R —
EFHE(O) BB M)A 2({ERTE 1
mAERLMEOIAETHE MEkkETH
Kano — 4B R MERR A4 » PR DUE
PR E (M)JE 222 R 2H - —ITaE (0)
Rl Es LE P o f7E B (DRIA 16(E
IH o DISHZKE » FEEBTRE T » R T
B8] P A L B e R 4 SR (B T ey i 22 S
BMoh > HérSE s —ITiE(0) 5 LBk
BT - HERSERET - WISIRET - BEEM:
Fe AT FEME ~ B R4S SR S VU 1 Ry & A
B(M) - R B ENE - RagtE ~ &
Z BRI - B L A R E () - K
A S AR AR B B2 IS HIZKE B he

EREES {5 Sor ny=t s A= S

WERE Y - SRR R BB e B T =
ﬁKanoJ&%E%@ﬂﬁZ%iﬁZﬁEJ
ZEERHATT

(—) EBen S E B b B TR R — 2
TS VR

1. B RervERE R AR B 52 i
HHERIM S Bh 8 THERHE RS
so o B e E  NIE BRI S
AR BIELE R &g R e i
FTE 2% IRREETE R > A& 5[
A > R BLBE A PR KR
PREF—EHKEE T REFT & KRR
KBS -

2. 1A DBt BAHRIOCEREE, T AT
RpH SR EE TR, ~ TREEEAR
PREFEIP B HIE A ERE ) ~ T B
NB S B T EREREHISEEERE ST

T REbHR M EISRE S (SR RS
A ) BB HERITH - N E
e & e fERH & %ﬁ”/%% LR
nn > PRI W P 3 Ry 4B i
et %‘BK%IEX}% °

(Z) EBREHEERE R TERA 2
ISETEES Vo




I/ Kano :?ﬁﬁﬁ UPRSIES

*EL%% /u\ %Z

B G B EEFRBMEE 2T | DIPEREEE AP : MIEFE

115

1.

"B A R S % e E
PAHE > T & e B T8 R e s 2
B IR E R ERR S ﬁﬁé > Bl
B ey 2 T 2 B il 5 (M

FTE 20 RA TR AE 5 EAmE -

L B e B TR B Be i B AE 32
HI_ERYZES (EReR BEEREb A TE
BB e s A

" SEESCEAV R T AR
SRR |~ T BRI RER )
"B LB E R LA - T e
SRR ) ~ T BEHEIFTER
EREANE ) ~ TR ETTERE
AyAREE ) ~ T REAEREE AR~ T
AEEGE R A B B4 AY BRI SRELEL
iy ~ TEAITA RiFHV2
"EEEER L - TESHE, C TE
FlREs A2 23 AR AR I 15 " B
AlREs AR B AR am 7= "
B\ BREE TEDIAEREE B

NS
Re/J 1 *

ate N\ S RERFAIIRR FSEH IR Y ﬁﬁ I

TR IR RIS

anE B (EBUH %E’SF%XE—E&[E
el & T8 e B A anE - 1] LB

e 2 T B el B B HYZEK LR (E

B E s iTRE RN A ERREE

HE SRS S - L 40

B IEREDRE A REHG 5[
A > AT B e B TR ATRER Ry H A

B

BRI A RS H AT
R I B AR
EATE R E A B
SRR E RS A A
" S TER A S
B BB R - CH
(IR -~ B - 4056 - 88 - J289)
¥ SRR, s
B FHIL AR )~ TEEA
BT R
B, TEEBEROLLER R BT 40
N R RPRG S
B, - BRI L A
W) BRI T ) -
s i i

o E HE > BB e Tt E
&k 8 Tal Ry e 25 E‘E FHIL
GERAD B B T iE L RIS

%’EE’J%%‘E@@I&F EATA LR
ZH AR RNEEE AR HiEal
R B L AR  FEE
PRI EATERAIRR T HERTI
[ S S B e A 12 Ok B 25 B A BRG]
B BREEGRE A RZR
2 S E A AR L S
M HARR A RE > N IL BT ERs Bl
B 1 A (g T IR S -
(RGeS T RERY S - K ER &
—JtanE - RILE AN O =] A 4R




116

B8R E_+=H RE-OOFNAH

BB E IMERE RN 555

REB I EERRHE —TCanE AT REFR A AT AE
[H G B T AR T A S Ry — A A B Y R 5
anEIHH > BT A e EAmE RS

IVE AIREHE RS MR B EE - it
(5]  F RELH A FE B R A B S A S
B > B LGRS - ZH#E

FESEE IR - A Ol (A A R TR

BRI
4. TEEANBRLIFRFBIES , - TH
SEREAE A A e R IEESH AR
RRIRRE " B berefem A HbeAt -
EFIES ) F2mEEER - (£

oy o E - (EhOR B R

N B TR IR 84 - MR AR

Bz - e be & TR Y] B [ RE

B 5 AR N iR RR G R

T B R b 8 TEEAIA[E

BN ERREMSFHKAS -

Zhpt BAEER - AIRIAS A Z H1
BECEHAESEHY - BI(EREm B e 8 T
HIR RIS an B R 2 S S G R A
R — 4B DN Z s BRI BURF
B R - S50 > BEEIE > 39
{EsnE =R T Bl B TEERREE L
—HHHAATHMEER > HerE A AR
Bk IWEERIEEH2 GRS -

F3  [EREHERE Y Kano 4B B E

MORE | —ToRE | EARE |BEEEAE ,
fBmE B BR A) ©) ™) O b B R
s 30 55 59 38
LB 15.87% 29.10% 31.22% 20.11% M
2B A T E AR 27 64 53 39 o
5 14.29% 33.86% 28.04% 20.63%
3. B& [t BE He (At fi [ B5E 55 i B 25 62 41 55 o
2% 13.23% 32.80% 21.69% 29.10%
WE |4 BEPERE R B S E B E 40 53 41 48 o
B | HHEAEH 21.16% 28.04% 21.69% 25.40%
523 o s
i; SEBEST] LR 14.2881% 30.5689% 29.5150% 20.3693% 0
6. 5[ YR B S i AR IR B 25 53 56 43 M
4T 13.23% 28.04% 29.63% 22.75%
- 27 47 44 61
TP AT RS 14.29% 24.87% 23.28% 32.28% !
8.E i &HE M e E 36 56 35 53
R 19.05% 29.63% 18.52% 28.04%
T T R s o s 1 125.93% | 237.03% | 203.17% | 198.94%




) Kano —HHASAURESVE R AR o BEREFTRBMEE 2T  PEREBIHEVERAHI  MIERZ

2280 s BE= 117
9.8 i AR AL ERS LAY 31 60 48 41 o
i A% 16.40% 31.75% 25.40% 21.69%
(- . 20 73 38 46
e |10. B[R 57 S B (g 0
|10 B SRR R — T 5629 | 20019 | 2434%
7 39 55 36 53
11 B BeA 5 BT S 0
BT BT 2063% | 29.10% | 19.05% | 28.04%
T AR o s 47.61% 99.47% 64.56% 74.07% 0
13 (558 B A FE = m] LI % 22 69 46 42 o
WEIFTEREE N B 11.64% 36.51% 24.34% 22.22%
14. 35195 B RS - BEA S 20 70 50 38 o
B EPRETEF T T 10.58% 37.04% 26.46% 20.11%
s gmseny > s A g 22 71 43 44 R
g 7T i PR 11.64% 37.57% 22.75% 23.28%
) 22 BEEREER A B4 BHAY 17 78 52 31 o
= BT SR EL R ity 8.99% 41.27% 27.51% 16.40%
M . N 16 80 54 33
23.B&ETA B2 ETAE 0
BT A2 8.47% 42.33% 28.57% 17.46%
29 53 44 57
338558 N\ B TR SRS I
= PR E R 15.34% 28.04% 23.28% 30.16%
T AR o s 44.44% 149.21% | 102.11% 87.30% 0
16. NGz n B A\ BB 25 64 41 51
. NBEFEIE - HiEE TS 0
b SR = I 13.23% 33.86% 21.69% 26.98%
\% - I:l; — —
L |THERES - R - e | 28 57 51 4
o [LEE ~ S35 - S ER%R 0
53 ilﬁg%ﬁ HDRESFEREL oo | s006% | 2608% | 23.28%
"{_g =4 £ 3 37 =4
W 18 P50 fE B TR W22 (3 f5e 32 71 38 37
FEAE A B (FEE 0
@; f (FEM 60300 | 37.57% | 20110 | 19.58%
T AR 1% i B 1 44.97% 101.59% 68.78% 69.84% 0
19 F B FE B T/ aE BE+ 29 64 41 45 o
TR EE M 15.34% 33.86% 21.69% 23.81%
20.55 8 N B LR T T 35 55 45 48
b B ERR RS 18.52% 29.10% 23.81% 25.40% ©
§%§ W ™. = . 0 . 0 . 0 o 0
W 21,82 57 4% TE Ui 2 & T A (4 26 63 50 43 o
g~ 2 UCEBHSEED)| 13.76% 33.33% 26.46% 22.75%
24 BEETRE S E AN 22 4R 25 74 45 36 o
B 1G 13.23% 39.15% 23.81% 19.05%




118 1BE8HK F-+=H EE—OCOFNA

25 BEEMREF AR B AT A 18 75 49 39
7= 9.52% 39.68% 25.93% 20.63% ©
32 BRI i SR FEa Tl 13.2253% 24.4364% 16.3410% 42.8816% !
T T AR S S 83.60% 199.46% | 138.10% | 154.50% 0
12. BRIt @R R B4 - & 32 59 37 52
HERIRED -~ BFERER 0
SR L 16.93% 31.22% 19.58% 27.51%
26. BEEM BRI/ Co IR A 2 9% 23 72 43 44
1B 12.17% 38.10% 22.75% 23.28% 0
27 BT T 2 © 20 “ 0
y-d 12.70% 34.92% 24.34% 23.28%
-
b 28 ER O R e o 39 s o
15.87% 37.04% 20.63% 22.75%
Tﬁ 29.5%@ AE gﬁéﬁ%ﬁ N 25 73 40 42 o
b HEHFEE 13.23% 38.62% 21.16% 22.22%
30. 8878 N BREMHEEREZF 22 71 47 41
SR 11.64% 37.57% 24.87% 21.69% ©
31.EE AN BRI ENE 29 59 34 60
FUREIEIF 15.34% 31.22% 17.99% 31.75% !
34. 535 A B RE AN B AR 26 58 40 54
BHZERI AR FI Y 5 =X 13.76% 30.69% 21.16% 28.57% ©
e T e S o B g 1 111.64% | 279.38% | 172.48% | 201.05% 0
[P EEANEKE T EHEHER 34 34 27 85
HYSLEERE S 17.99% 17.99% 14.29% 44.97% !
£ |PO-BbeiR Bt BIRREE = (F56h) 16 18 17 80
B BRI S 8.47% 9.52% 8.99% 42.33% !
et T e S o g 1 26.46% 27.51% 23.28% 87.30% I
IS EEME R - WIEEATTR 24 64 43 53
" FHIE 12.70% 33.86% 22.75% 28.04% ©
o |POEEBEAETER A bR - 2 30 54 35 62
Z:Ekl HABESR AAYR&IREE 15.87% 28.57% 18.52% 32.80% !
37 B EEEE T A ETAT 0 i 20 57 27 75
EERA D 10.58% 30.16% 14.29% 39.68% !
T AR o 39.15% 92.59% 55.56% | 100.52% I




) Kano SRRV ESRARF o BEREPTRR M 2T | IPESRELALERRA Mt

2280 s BE= 119
=4 BEfEE T2 Kano 45 E B M1
BHOWE | —oE | EARE [EEERE| ey
i RETH A) ©) o) o B B
, 17 12 27 40
1 BEX N
bS5 17% 12% 27% 40% I
QEBASEEENE 4 18 49 25 "
i 4%, 18% 49% 25%
3. B2 [r BE FE 3L fiE [ B % it B 14 16 36 30 y
i ) 14% 16% 36% 30%
e 4. B[R REs B R E IR E 13 7 31 43 :
g | AENEE 13% 7% 31% 43%
. _ 8 12 43 32
= (IS == =—b
5|5 B &R EERIRERE 20 500 YEDR 0 M
6. B P VIR IE M AR B 5 16 46 28 y
47 5% 16% 46% 28%
10 6 31 45
782 Tkl
i H RAFA Tk ERE 0% o 31 150, I
Bl A SHEENT S EHRE 10 12 33 44 .
ﬂ 10% 12% 33% 44%
RS & 81% 99% 296% 287% M
9.8 AR AL E RS LY 16 6 41 36 "
| R 16% 6% 41% 36%
=3 10 13 45 31
Eadi=—e ﬁ:
5 . 16 8 34 39
11.B&ppmst e
B B 16% 8% 4% 39% I
T T %5 o 42% 27% 120% 106% M
134EFem B A FE =] DAL Z] 9 10 38 40 "
WEIFTENEE AN 5 9% 10% 38% 40%
o [14BEEHEEE > BEAR 12 5 46 35 "
; RS T 12% 5% 46% 35%
w [15. F NFFERE > B3 AN B AR 13 6 47 32
45 M
% 7T i PR 13% 6% 47% 32%
T[22 BEEEE A B RATAY 4 17 51 26 M
= | FEIREALG 4% 17% 51% 26%
LG B 5 11 42 41
23 BHIA BAFH92HTRE 5% 11% 42% 41% M
e 2 16 38 29
33.5458 i
s \ BN LIRS o T6% 35 300, M
T AR %5 o B B M 45% 65% 262% 203% M




120 1BE8HK F-+=H EE—OCOFNA

16. R 5E M B N B ERES 11 8 oy 35
= aiamnd 7 Ak i g 2B
# %EQEEHT AREES] 8% 44% 35% M
B TR R E |S 5 3 I
5 éfttéﬂf 3 SEEDEF > SRR 9% 9% 139 6% I
T b
v 18.&5;3{5%%‘%‘9%%%2&%@ 16 5 24 53
g)\%ﬁﬂzEAﬁ}%(%éﬁzﬁaﬁ 16% 504 249 530 I
T AR B S 1 35% 22% 101% 134% I
19 FE B e T e R BE -+ 13 10 43 33
(IR I 13% 10% 43% 33% M
20.55 % N B EREh s T 12 9 33 40
R YRR R 12% 9% 33% 40% I
= 21. B8 e 5 TH B & BB (B 13 14 37 34 M
N, 9%~ 2 INEBRANEE)|  13% 14% 37% 34%
pe PAEESERER IR S 13 44 37 "
HH I 175 5% 13% 44% 37%
25 BERMRE SR AR IR A G 4 12 53 29
7= 4% 12% 53% 29% M
i e 13 3 22 61
32 BRI 2 R TA T HING 3% A 2% 1% I
T AR S 1 60% 61% 232% 234%, I
12. B eIt & A R - &K 25 9 28 34
Al B E=EY N A
;§§b¥2§5£%%%*%§& 25% 9% 28% 34% L
26. B2 ARAEMT OB A 2 9% 4 12 40 42
e 4% 12% 40% 42% !
e 27 BEEmBER AR BH R 77 8 7 33 50 I
- 8% 7% 33% 50%
E 28 BEfMpE F H RS TR 2 6 9 41 43 o
6% 9% 41% 43%
(N NP =y 5] 10 43 36
f? &S 11% 10% 43% 36% M
" RomE BrmERE s m__ 12 10 38 20
Sk 12% 10% 38% 40% !
315858 N\ B IRFFEHR B YTE 13 11 35 41
FURETEHF 13% 11% 35% 41% !
34. 5858 N B AR AR B AT AR 9 14 49 26
BHZER I Y 5 =X 9% 14% 49% 26% M
T AR B S 88% 82% 307% 312% I




M Kano _%EEW}KJ SERPBRERIRRBRRE I | PR ELALER R :

*E@fg /u\ %‘«

MIERZ
121

38.EEEANE N BT BEFER 6 6 26 57 :
o Eﬁ FLEBEET] 6% 6% 26% 57%
1E Bl e LB PEEE = (TEEE) 6 6 21 61
Eﬁ’”:ﬁﬁ[ﬁfi 6% 6% 21% 61% I
R & 12% 12% 47% 118% I
5.0 LB 0 TRIBREATR 11 9 56 23 M
By LSRN E= 11% 9% 56% 23%
B [36.B8ERE R AR - E 14 7 40 39 M
&5 HHIB ISR AN AR R AR 14% 7% 40% 39%
ES EEbesefEm AR - 5 12 7 45 36 "
O 12% 7% 45% 36%
T T AR S i B s P 37% 23% 141% 98% M
7% 5 RIE| BB AR B B M 2 B b
i B R B
HoOom ' E R 15 F55
BT I B
Bez i 77 I M
27%% S B RER fH M 0)
3. j‘—mfﬁﬂfﬂa@% ShiRiE (AR~ RIEESE) M e}
=4 b EN
—— NEREBESEIHEANER > DGEMNZ I 0
5. %ﬂ/DJUJ:?FET{E/E** M 0
6. FR 5 S AR B4 M M
7.5 BFHI k&R I I
8 A S T B HE R I 0
T R R R M 0
9. AR AL E S YIRS M 0
WRSIRIE 1052 se SV e IRk (40 © f&fR) B M 0
11 B8 BLRS I 0
T B R MR M (@)
IRRESR $7E§;E ETZIREIFTENEE AR M 0
14558 ARG - BE38 A BAREIZIG T M e}
HEMR 45 s | S
A 15975 AFA0HT » BEn& A\ B RE A pr IR M 0
22 BEEMELZERE A\ B BirnY S 2 SRR iy M ¢}
23 BiA RiFnz2 M 0




122

BYewR E-+=H RE-OOFNA

i

[
uin)

" O# R

3354 A\ BV LIFRF S

o B R R

e
%I %/%\
M

—

e E A MR

HIERETT
AL

16,975 L S AE ARG 2 [0 B g
1739050 - SRR
18 (EfE B RE

PR T EE AR B

M

M
I
I

B R

PREEME

19 AE B Be o HET T AR IR0
20. B beae ¥R A BELPRIHT
AR e livg qeeeling

24 BhlRes 2 2 R AR I 1
25 BERTRESFANER IR AR BE 20
32 BRRTHE SR FT R By

Eoe
HITEHE

- O O O O O|0|0 O O|0

B R RS

RE R
et

12 B AL @R R 4P
26. 22 EMAEM O BRI A Z 5T
27 BERTRE SRR I s 5
28 BERlREE H PR ERem
29. E%EEJ\EJ%EZA%W NBEVHEHEFE
B8\ B RE TSN R oK
L& N B ORFF IR G SR iy

C&%é)\E REI=

B

[l BRI S A A R 5 30

s E R MR

|0 -~ O O O O O O|0

R

38. 543 N\ B B T E AR SLEERE )
39. BheieftEfEsE =

(58 ) WY& RS

o

B R MRS

—

BERAEIR

35.(04E LR R > I IERE A TREFHISGE

36.5& e e A thbetg - E B A HYERIREE

37 BheRE e ARl - MEFAHAY R

— == O

B RS

g G-

5F AR

[y

sy =}

o LEEERNE > O— i biE -

A R T e
M &R E




M Kano —HHASAURSVE R AR o BEREFTRBMSE 2T  PEREBHEVERAHI  MIERE

2R BE=

123

PO~ B A s o AR

Ry SRR TR - 36 T AR
(e R AR I (e A A A - A
PHFCRIF TR A, 2R A
A B 2 S R AR S o
E - DAREERR S T SR it B S B TS

BRI 2 S %R - oy T2

BeRE R 2 G R B e 8 T
(ERER B HE Z B m s R E e HR
s R R W n B AR P E
B DA R AR Z P E S
F PR EUE Z R o B T > AR IE 7Y
e FERE I e 8 B P B s FE R D [
PERUmEE 2 A E R (B (E R By
58] 52 Ml %5 o T R U e B A e I 2 TR
H -

T e A [RIRE R Y R 5 o AL
eI  IRIBAEPIOEZRT - A am it TH
HAE AEIEE A FER SR AR Z
R AHRE  AERER AV S =
Bt SR BB S DU 8
ERRBZE - AR ZAaTE R
ar

(—) [FIHF Ry o JEE 308 T T P2 B 1 R Uk
DA TR E Z e 5 i E A

L (ERBEREER D SN E I IR

B FEE Tk /D AN i T T 2 T R e 75 i

HHHELA1TH > GiEQ2 Bk A

SEEJCHERT R , - Q9 B
AR BB LAIIRES , &Q10
"Rt e AR R b s (A
ffRO) B | 5 BSEME R AT SEMA 2 ¢
Q13 ' (Ehem B FEE 1] AL A E
FTFRVESE NS | ~ Q 14 T #HiEAY
ARt B N BEREIERET )~ Q
15 75 A SRR > 5838 A\ B RE AR
BT ~ Q16 " famE B N BB
s N B ks - #RE RS 2 0%
RF > Q 18 T {ERehs B aE P2 (=
R EARE Q19 T fERkE
PHETTEREE e, ~Q 21
PRSI SR, Q22T B
HilE SEPN S EENES RN Sl kot
Fffr 5~ Q23 T BRAIA BAFHURZETHE
771~ Q24 T BElRER AR ZR AL A4
SRS o~ Q 26 T ERATEEMT CAHEE
WAZIRERF )~ Q27 T BATAESFA
SHHEE I 5~ Q29 T EEHE A\ HAELS
TR ANEVHEEHEE - Q30 &
wte N S REMATER 8 Z 7oK JATAHY
BRI E ERE It E
L5 R G AH o Ak 5 B s - HIIRERS
JITEY i T B U/ Y A T TR B R

=

1= °

- B TTE RN SR IR

B TR0 AN i T T 2 o R R 55
HHEEAIIE > G5EQ2 T AxE




124

BYewR E-+=H RE-OOFNA

TCHERVERRAE )~ Q3 T BlTaElE
AR BESMEER TR (A0 B g ~ RHK
HE) ) ~ Q4 BhiREsE M EIEEL
=NHEHEANERE > DUTERZ, - Q
6 " BBEHIERET R AR B AT

Q 10" BPetefitse EnV B R IRIR IR
(A = fRORRE )~ Q22 T ERHNBLEH
ANBH BV HIE ISR, ~ Q
33 TEEE AN B LIEREUER , - Q
19 TES B BT BB RE 0 %
2~ Q21" Bhi B H I E S HNF | -
Q 29" FEH A BRELE T N UJAYEE
HIEE ) Q34 EE ARRERME
sralER HEERIR RV G50 -

Q10 ~ Q22 ~ Q19 ~ Q21 ~ Q29T [FHEHET}
Bl B TR E R -

(=) IR Ry v JE 408 T T P2 B v 8 UK
DA TR E Z B B R
WU S - BB HE B IEE L

= THEReEREE - TWORIRIE, - TEEE

MR ATEEME )~ T EERE B EM:

TOREEME ) T RE BRI ) F T LA

P MR A e BB B Ol S e R

=) gre Bl BEUME AL 2T

At e b B E B A TE R E

ZS2HAERE . DRI HIR S o E 2 i

o

K

Gro btz &5 5% > HA A 6THQ2
Fo BiETH(EGUREY "EEMEGE ok
MRS T RHEE 3T
TEHE fIH BitET R & BlxE T EUREIS
SRR B RE W IRE BN R RS DA RE I E BN R
1 0.30 0.41 0.47 0.63
2 0.23 0.70 0.50 0.64
3 0.31 0.54 0.48 0.56
A 4 0.21 0.40 0.51 0.52
IR S 0.21 0.58 0.48 0.63 024 052 047 058
6 0.22 0.65 0.44 0.62
7 0.17 0.40 0.41 0.51
8 0.22 0.45 0.51 0.51
- 9 0.22 0.47 0.51 0.60
ngi 10 023 0.59 0.53 0.63 0.23 0.50 0.51 0.57
R,
11 025 0.43 0.51 0.50
13 0.20 0.49 0.51 0.64
H¥ 14 017 0.52 0.51 0.67
M 15 019 0.54 0.52 0.63 0.19 0.57 DSl 066
22 021 0.69 0.53 0.73




M Kano —HHASAURSVE R AR o BEREFTRBMSE 2T  PEREBHEVERAHI  MIERE

228 BE= 125
REE ST RIEE 3T
T fTH BitE T R & BlET R &
BEImWE B RE BIDEE O RE BIDRE B RE IR RO R
23 0.16 0.54 0.52 0.73
33 021 0.64 0.45 0.53
e 16 0.19 0.53 0.49 0.58
b i
1 17 0.18 0.44 0.47 0.60 0.20 0.42 0.51 0.60
18 0.21 0.30 0.58 0.61
19 023 0.54 0.52 0.59
20 022 0.45 0.49 0.55
5 21 0.28 0.52 0.49 0.62
M 24 0.18 0.58 0.55 0.66 0.21 0-50 D:49 059
25 0.16 0.66 0.51 0.69
32 0.16 0.25 0.39 0.42
12 035 0.39 0.51 0.53
26 0.16 0.53 0.52 0.63
27 015 0.41 0.50 0.62
L 28 0.15 0.51 0.55 0.60 0.22 0.49 0.51 0.59
r 29 021 0.53 0.54 0.63
30 0.22 0.48 0.51 0.65
31 0.24 0.46 0.48 0.51
34 023 0.64 0.47 0.55
%38 0.13 0.34 0.38 0.34
£ 39 013 0.29 0.26 0.27 0.13 031 0.33 031
BERE 35 0.20 0.66 0.48 0.58
G 36 0.21 0.47 0.46 0.49 0.20 0.55 0.46 0.51
37 0.19 0.52 0.43 0.47
oy 0.21 0.50 0.49 0.57 0.22 0.47 0.47 0.55
B

1 TR FoRIDREGE > HEtE A (A+0) / (A+O+M+)

2. TROORmE ) BRBORNRERE > HEtEAFK S (0HM) / (A+O+M+)

3. BEOIHREFIR S R IR R S AP E R D AN R AR S E . T R R SR
=

PR RIS I e P B IR R B = PR R DR AN T R 2 IR e R

>

A FEAOSEE fp ) EERREE
16 B R R ISR AR (R
- PSP L B 2 55 S A SR
oA TR T R3.65 » I R0.61 » 7]




126

BYewR E-+=H RE-OOFNA

KIEBEm S ZE B e 2 BB R T
ST B E R [ DUSHARE " &
SRR, Rt E RS 2 &
RE "EHERAGEM -

LI3OTHE B s i B R AKE » (e
B Ry AV HR P Ry - B N B AE
TSRS 2 FOKEF(G.82) ~ BETAE S
HERTEFR A (3.81) ~ FEEE N BAELS T
NBEYJHEEEEEH(3.81) ~ BN\ B[
TSP B EER AR FH Y 5 20(3.78) ~ £
BB TIERRE T Z e FREE
M)(3.77) ~ B ElAE & H 5 3 (B w 2
(3.77) > M EBER EEE R BB mEHY
TH H AR Ry B B i Bt B 550 = (T Y
Bk 55 (3.52) (B2 -tk HEE
HLEE ~ TEEDEFG.52) ~ PRt B L i
B H NG LUTEEHZ3.57)
BhiA Ak aRF(3.58) ~ Bt E R
4FHF(3.58) ©
(D)ZEEIMT

By TR EIY N st S B B e
M e Z m AR R A R 4T
stEBTRE A - ik~ B FEE
J& ~ BEE - R - (R~ R
fir S5 - HET TR B koS i B e e 2= S
parNRENEIE VIRV 7SS R T its -
SR AT ECIRE » Hak NSt 8"y

BRRRHIAC 2B PREEIN T2 BB FIRE -

HR T Z A éE SR R

L REFRZ ERRE - BRI
HmE R B R AT TR
HRESTEAR N |~ TOREEME, TR
=R ) U EREE > BAEE

2. AEEIIRR Z FElem BAE" HEM
Fea]FEME )~ B IR TN ENE |

TREEME ) TREREENE, K
TEERRAER ) T BAEE

3. Hepz ADSat S 2 (bR e 3
Bl b e I R 2 R
SRy LA - R SRR H3FE - o B

WHIRSL IR a2 8 b 453 Ry Rl
I Bk NSt S8 s e SR AR
Gl S E R ST i AV @ i NEikeS ol
A EEEWARIL N EANOVARg & 2 FE 2
B/ OB Z MEAREER
L #ETTLSDE R ImE (RRS) - K{E
e A DSt S B R e ik B b E 2
FahE » SREDT - IFHRAKE " 41-50
e BT OIER DL ) ZIREF RS ZiaE
J& - FEAE IS - EARHER T0&
A& B i E R R R S R B e A
SETT AR i E R - FE B A [F) AR g L B
B REB N LFRE 2 s o B /7 K2k
B




P Kano —#HEAUREIEBIRFR B I RABMBE LIS « LR ETELEFRAB © MIE
2280 s BE= 127

7T AEACGEH R e B IR A E B RS 2 R iR

ol VR R ASIRR KR W RN (Rl (R
st T P{H FEPM{EF({E P/H F(E P FEPEF(E PE FE PE FE PE
g sy 0.83 041 1.47020 1.50 023 0.73 0.63 1.880.070.49 0.82 0.58 0.79 1.07 0.39
G es ey 0.67 049 094046 1.17 031 125 028 1.710.100.53 0.78 0.46 0.88 0.62 0.74
HEEME 1.01 031 2.650.02%4.55 0.01** 1.27 0.27 1.330.230.54 0.77 1.42 0.19 0.81 0.58
im s 036 0.72 2.460.04*4.25 0.02* 1.26 0.28 0.900.520.53 0.79 0.87 0.55 0.60 0.76
REEME 1.59  0.11 2.480.03*5.35 0.01** 1.02 0.41 1.850.070.79 0.58 125 027 0.73 0.65
e BT 139  0.17 2.330.04*8.23 0.00%* 1.10 0.36 1.790.081.01 042 1.07 0.38 1.48 0.18
B PR 230  0.82 0.940.46 0.99 038 1.32 025 0.380.931.26 028 0.88 0.53 1.02 042
B it o 0.88  0.38 2.210.06 4.42 0.01** 0.62 0.72 0.930.490.50 0.81 1.74 0.09 0.65 0.72
*5“%‘“}'%,_\ 1.14 025 2.460.04*4.43 0.01** 1.16 0.33 1.360.220.47 0.83 1.02 0.42 0.90 0.50

1232 p (< 0.05; ** p {E< 0.01
2SR E AR R

= 8 Ehe S E R ESIIR A CSs S s i E 2 R BGmE E SR e %

TEH
S8 HEMNE | HENE IRt e BRaER
ST
a. 20 LT 3.59 3.51 3.51 3.58 3.52
b. 21-30 /% 3.47 3.37 3.50 3.51 3.37
c. 31-40 5% 3.83 3.73 3.71 3.80 3.63
feg | 4-41-50 % 3.91 3.86 3.88 3.91 3.90
e. 51-60 5% 3.64 3.59 3.68 3.75 3.77
f. 61 LA I 3.96 3.91 3.89 3.95 3.74
p . d>b d>b d>a;d>b| d>a;d>b
LSD Sikte f>b | f>b:f>a| f>b:f>a| f>b:f>a
g RIS EE 3.56 3.52 3.49 3.53 3.47
P h. CERATX 3.31 3.04 3.65 3.31 3.25
i. CECHETXL 3.83 3.75 3.81 3.89 3.78
LSD SEERE i>g i>h i>g i>g i>g




128

BYewR E-+=H RE-OOFNA

il

+ Fham R

P Z B E R B wm R

AT ES s AR T

=)
L.

2
%m aff

{fKKano _HEFEAMEL TR 5 an'E 2 47
o SR A e B e B IH H i B A
MBI PUEBSREINS > %
B U — T on B B 30 il 75 i
TR EAWEA2MEEE » =
SanEAE8E ¢ fER bR L5
DUE RSB B2 2258 — e E Al
A R E A T7ERH -

PR R EHER I B T fFKano 4 i

BRHEZ B L EARTAE DK
B (EBeRE I FR T BRRAR

R BB BRIt

FERE b 8 T 5Ta > T REAGEREE |~ T K
RetRiT ) - T ECEM R s T
BREER ) BB aE o T T IERE T
BASCENME ) ~ TORENEL - TRER
BRI ) Rl SN - LS IRELE
R Z W geessm—20 ARSIt

M E D AR IMERRES S

DUT i B e B T B e s SR IR 5
e B AT AR > DU TR
Hom'E Z U R A TSR ORI Z WHE -

- Ry RS IR i R T Y

phE R AR T AR

BB R BARRS mE RS
—JtanE > MR Kano —4EmE 7y
HPRZET > —JTa B8 H BEIR
BEALE REEZBREEEE
AR5 i B R T R R 5 (R e
B FCE IR AT R R R S o AT
GERHD E B T E PR A R RS
B it B AU TR By - LU Bt 2B
HYIRNSZ Fo' 55— 1Bt » FLRTRERY A s
BB/ RN R g BN
oA AR 15 v 8 R A I e o B R
B - Horp i BRI M A RIS
MRy TEERSIREE - TECESIREE, -

CEEMERCRTSENE )~ T AR
[rEM:  ~ TOREEME ~ T KB
B FJ7H -

AEBSR B 2 IR s B R Z i

SEREUT - (Eho BRI E
IR 2 > DU AE
FRESRRE ) R B E R E 2
fm > HRE T B AT EEM: - BPE
AE e o e IR TR A TR HY
H > NELESFE Ak S e PR B - ¥
T — R N B Z B-BESNGERE TI3E
THESEZER AT - 52
TR ~ SHEE - EEE AR R
b SR BT S T R SRR
PR NI BB AT TR IR E SR
R BE R ERYETAL R E s AR




M Kano —HHASAURSVE R AR o BEREFTRBMSE 2T  PEREBHEVERAHI  MIERE

2R BE=

129

At A (EE EH > SRR R
{8 73 5l B S B ek a= B Ok & U D
SRS E KGR StHEEH A T

LZIREAGER A ZEIR 95 -

A EIR 5 B AR N
RN AR KIS > 2800 > iETH A
EABE e 2 ZE ] e e AAHEE > INIIL > &
Jay el RS > FE TS - i
PRETJTH W EE R BRIk &R
FE R SO Bk B HEA LT
AT R B FCRESGEE iy
& - BB T - W EHRE
FETMm R FEEETTH > B LA

BEIRE A B4R 0l R st AR FA -

AT RE A R B e Y B B8 Ry e S A Y B
5 » DRI AE A T e P R > (At
R B UEBRFE AR
KB SRR E e B A SR A HET T I
= R ERIBERRERE HERHFHZ
e EHE - PRt 237
RS H B R E IR E AR E
BEBe T B LA T TR AE 1 T R 2L
#E - AREBER B O &s R R B e
IR E 2 BT SERBUR R
BRI E B AR AR NILE
eSS AR s an B I - e A [

i Jg EL B B B AR N\ L IREEZ IR
ot E R KA -

(Z) WFFEPRMBIELR AN T R -

AN REsbe 2 ZitstE HRN
MR ] PR 1T R AE ¥ B 25 BT Ao fE
{TRbeR B A E 2 A TAF - [FRAT 7T
BRI ERR BT 2 KEZ
PR B EN D - R T T & nT St e
EEER O DI LACAGS » PAYE HESCEE S (E {H K
EE-S pacst i

P ~ &

AR RS (TR 4 B RS )
WISRARTE - B BIARBRCTUS-76-52 » B
st -

ZER

[1] FrEré4chd ~ MEEEE - ik - &
Hr—=F - (1984) - kY E HLIE
ZARIGE | (Attractive Quality and
Must-be Quality) » 2 & Z#H 7 >
21(5): 3341 FEHHA “mE RS
4(2) > pp.147 -

[2] ERETS > (1994) > A EREP e
ReyanE B - Bl 0 27(6)
pp-19-20 -

[3] F{EZE > (2000) » BEREAR TS ERA R W
B RRNE 90 EE B
1(2) > pp231~256 -

[4] FRERE > (2007) » BERFREEHE
el NN R =Y




130

BYewR E-+=H RE-OOFNA

SAH > 30(5) 5 pp.1-11 o

[5] BREEDT ~ #HHLE - BRATRL » (2006) -
& RIEIRE it % B e B a8 e
Bz EHEH 32
pp-303-316 -

[6] TEAEHE - FARRE - (2005) » SUEEE
FESELETR LS RIS, BB BT
HF > 282) > pp.1-10 °

[7] EZF¥2ER - #ifE{~ > (2001) > DL KANO
HY 4 B AL PRET R AR e
Bk T3 TEZ7 > 182) >
pp.71-80 -

[8] ZEREL ~ HEZFE » (2004) » Kano "4
A ZAE A 48 VS B B on B DT RE 2 B
58 EHFELET > 21(3) 0 pp.311-330

[9] BR4EIK ~ 2A8F - (2006) - ZILTHIL
5 file B R SR AR % o B 1 2 T
i - KanotE X 2 FEH » /#7852
> 20(4) > pp.27-47 -

[10] B8R - (2004) > fpBsEimEEH -
o e A HPE E ke B
=R

[11] Z2528% ~ F£EE - F/53C 0 (2006) -
EE R S S R AR
R M B MR L8t EE
3(5) > pp.61-70 «

[12] g% - (1994) » B wEEH K2
A% e TR 2N e
13(1) » pp.35-53 «

[13] Bolton, R. N., & Drew, J.H.(1991), A

multistage model of customers'
assessments of service quality and
value, Journal of Consumer Research,
17(4), pp.375-383.

[14]Boulding, W. K., Kalra, A., Staelin, R.,
& Zeithaml, V. A.(1993), A dynamic
process model of service quality: from
expectations to intentions, Journal of
Marketing Research, 30, pp.7-27.

[15] Bowers, M.R., Swan, J.E., & Koechler,
W.F.(1994).,What attributes determine
quality and satisfaction with health
care delivery, Health Care Manage
Review, 19(4), pp.49-55.

[16] Carey, R.G., & Seibert, J.H.(1993), A
patient survey system to measure
quality improvement questionnaire
reliability and validity, Medical Care,
31(9), pp-834-845.

[17]Carson, P.P.,Carson, K.D.,& Roe, C.W.
(1998),
patient's perception of quality, The
Health Care Supervison,16, pp.36-42.

[18] Coddington, D. C., Fischer, E. A., &
Moore, K. D. (2001), Strategies for

the new health care marketplace:

Toward understanding the

Managing the Convergence of
Consumerism and Technology, San
Francisco Jossey Bass.

[19] Cheng, S. H., Yang, M. C., & Chiang,
T. L. (2003), Patient satisfaction with

and recommendation of a hospital:




M Kano —HHASAURSVE R AR o BEREFTRBMSE 2T  PEREBHEVERAHI  MIERE

131

Effects of interpersonal and technical
aspects of hospital care, International
Journal for Quality in Health Care,
15(4), pp.345-355.
[20] Cronin, J.J., & Taylor, S. A. (1992),
Measuring  service  quality: a
reexamination and extension, Journal

of Marketing, 56, pp.55-68.

[21] Cronin,J.J.,&Taylor S.A.(1994),
SERVPERF vs SERVQUAL
Reconciling performance

based-perception-minus-expectations

measurement of service quality,
Journal  of  Marketing,  58(1),
pp-125-131.

[22] Donabedian, A..(1988), The quality of
care, how can it be assessed?, JAMA,
260(12), pp.1743-1748.

[23] Georgette, M., Zifko-Baliga, &

Krampt, R. F.(1997), Managing
perceptions of hospital quality,
Marketing Health Service, 17(2),
pp-28-35.

[24] Gonzalez, N., Quintana, J.M., Bilbao,
A., Escobar, A,
Thompson, A., Esteban, C., Sebastian,
J.S., & E.L.(2005),

Development and validation of an

Aizpuru, F.,

Sierra

in-patient satisfaction questionnaire,
International Journal for Quality in
Health Care, 17(6), pp.465-472.

[25] Guilfold, J. P. (1965), Fundamental

statistics in psychology and education

(4ed), New York: McGraw-Hill.
[26] Hu, H.Y., Cheng, C.C., Chiu, S.I.,
&Hong, F.Y.(2011), A

customer satisfaction,

study of

customer
loyalty and quality attributes in
Taiwan’s medical service industry,
African of  Business
Management 5(1), pp.187-195.

[27] Kuo, Y.F. (2004), Integrating Kano’s
model into web-community service
quality, Total Quality Manag., 15(7),
pp-925-939.

[28] Lee, Y.C., Hu, H.Y., Yen, TM. &
Tsai, C.H. (2009), An Integration of
Kano’s Model and Exit-Voice Theory:
A Case Study, Asian Journal on
Quality, 10(2), pp.109 -126.

[29] Lee, W.I., Chang, T.H., & Chao, PJ.
(2007), The
quality of healthcare

Journal

relationship between

service and
customer satisfaction-an example of
hospital in taiwan, Journal of the
Chinese of  Industrial
Engineer, 24(1), pp.81-95.

[30] Matzlar, K., &  Hinterhuber,
H.H.(1998), How to make Product

More

Successful by Integrating Kano Model

Institute

Development Projects
of Customer Satisfaction into Quality
Function Deployment?, Technovation,
18(1), pp.25-38.

[31] Matzler K., Bailom F., Hinterhuber,
H.H., Renzl B., & Pichler J. (2004),




132

BFER E-—+=8 RE-OOFNA

The asymmetric relationship between
attribute-level ~ performance  and

overall customer satisfaction: a

reconsideration of the importance
performance analysis, Ind. Mark.
Manag., 33(4), pp.271-277.

[32] Minjoon J,Robin T.P., & George
A .Z.(1998), The identification and
Measurement of quality dimensions in

health care : Focus Group interview

results, Health Care Management
Review, 23, pp.81-94.

[33] O’Connor, G. G,. (1988),
management: System and practice,
Social casework, 69(2), pp.97-106.

[34] Parasuraman, A., Zeithaml, V.A., &
Berry, L. L. (1985), A conceptual
model of service quality and its
implications for future
Journal of Marketing, 49, pp.41-50.

[35] Parasuraman, A., Zeithaml, VA., &
Berry, L. L. (1988), SERVQUAL: a

multiple-item

Case

research,

scale for measuring

consumer perceptions of service
quality, Journal of Retailing, 64(1),
pp-12-40.

[36] Parasuraman, A., Berry, L. L., &
Zeithaml, V.A.(1991), Refinement and
reassessment of SERVQUAL scale,
Journal of Retailing, 67, pp.420-450.

[37] Plymire, J. (1991), Complaints as
opportunities, Journal of Consumer

Marketing, 8, pp.39-43.

[38] Robert, H. B., & Kathleen, N.
L.(1987)., Monitoring quality of care
in medicare program, Journal of

Association,  258(21),
pp-3138-3141.

[39] Sage.G.C.(1991), Customers and the
NHS, International Journal of Health
Care Quality Assurance, 4, ppl1-14.

[40] Schvaneveldt, S. J., Enkawa, T., &
Miyakawa, M. (1991),
Evaluation Perspectives of Service
Quality: Evaluation Factors and
Two-Way Model of Quality, Total
Quality Management, 2, pp.149-161.

[41] Woodside, A., Frey, L., & Daly, R.
(1989), Linking

customer satisfaction and behavioral

American

Consumer

service  quality,
intention, Journal of Health Care
Marketing, 9, pp.5-17.

[42] Yu, C.M.J, Wu L.Y, Chiao, Y.C,
&Tai H.S. (2005), Perceived Quality,
CustomerSatisfaction, and Customer
Loyalty: the Case of Lexus in Taiwan,
Total Qual. Manage. Bus. Excel, 16(6),
pp-707-719.

[43] Zhang, P & Von Dran, G.M. (2002),
User expectations and rankings of
quality factors in different Web site
domains, Int. J. Elect.Com, 6(2),

pp.9-33.




1B¥8% F=+=/ RE-OO0FN1AH
HSIUPING JOURNAL VOL.23, pp.133-146 ( September 2011 ) 133

K BRI 22 Bil (i 300 41 1 i Yot B DL ¥ A2 1Y
HP R 2008k - DUEPHil B2 15 B
REF O~ 238 HhEAR

i =

AW FEEE TN IR RAT & VB S ZRE 1 2 ik - EAZFHRHE > bR 7 &I
SHLEE R AL R A R I g 25T WS EEEE 97-98 FE Rl |
NSRRI ISR o PR E MR = IR - AR =K
SAERFERCEERIRE - FREKSEERN 2SR EE - mARFIEE - B
RIS~ BSen s > S EEHRE - il AW7eHy B B ERETRE A S B S Rt
ER AR B S =P A Y B R -

AR TR LR EAE PRS0 ~ BE L ~ BERE ~ L) 255
RS BB & 25T AVETT - I LIRSV ~ BEL ~ BRI
ER RS TH - #EZEESEREEENR - SR AR R R
ARSI s T H A R TERARES) > R AR T RIS A R
Tk ik - BT ACREIE > ZiiEaim S AR RSB EEE DURER E
WATEHYEE) - FREERRE B o b ISR & A SRR RS R R S
HEZRHAIN g S k-

BRBEE - B%E ~ BIEEE - B -

REF S PRHSORSEE R E T Sl

Z3UE S PR ESE AR ROy 2 B E %

MEME - B PR EENEE AT

fefmHM : 10043 H 10 H #2HEHM : 100544 527 H



134 1BYE F-+=H EB—OOFNA

A Study on Self-growth Assessment of the
College Students for Reducing Digital Divide
in Rural Areas: with College Students of
Hsiuping Institute of Technology as a Case
Study

Hsia-Ching Chang, Wen-Chung Chiang, Su-Sui Lin

Abstract

Our efforts in reducing digital divide in rural areas has been undergoing for many years.
The purpose of this plan is to increase the learning ability of school students from minor
groups via e-learning. The previous study is to continue the above mentioned purpose,
putting forth efforts on reducing digital divide in rural areas. The result of the previous
study based on the reducing digital divide in rural area was not satisfied. Therefore, this
study is changed to self-growth assessment of the college students who are involved in
reducing the digital divide in the rural areas.

This study is to compile the self-assessment surveys from those who have involved in
distance education project. From the conclusion of this study will find out which areas of

the self-growth they have made and make the participation more meaningful.

Keywords: Digital divide, e-learning, Self-Growth.
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Design and application of an elevator control

system based on window

Kuo-Hua Liu

Abstract

In the era of information technology, due to busy work and tight schedule, almost
everyone takes elevator daily. Taking elevator has become a part of our daily life, as
elevators are used at home, in office building, and even in parking lots. This study applied
PLC (Programmable Logic Controller) in an architectural design for the elevator control
system and used the graphic control planning to produce the window display. The
windowing elevator control system adopts Delta graphic control software to directly
monitor and direct the elevator, and establish the communication between the computer and
PLC. In addition, the fuzzy logic control method is applied in the design of elevator
operating rules. The final elevator operating procedure is determined by further processing
of the selected fuzzy control rules to provide elevator riders with shorter riding time and
more accurate positioning of floor distances. Finally, comparison of the fuzzy logic
inference control methods with those without fuzzy logic control found that the former has

a better performance.

Keywords : programmable logic controller, fuzzy logic control method, graphic control

software, elevator .

Kuo-Hua Liu, Instructor, Department of Electrical Engineering, HUST.
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Stochastic Exterior Ballistic Modeling of
6-DOF with Monte Carlo Solution

Shiu-Ping Wang, Pao-HwaYang, Chun-Wei Hung

Abstract

The six degrees of freedom (6-DOF) trajectory model was used to calculate the
trajectory and altitude of the projectile. Under the same initial conditions, the solution of
6-DOF trajectory model is a unique solution. But from the really firing test, the projectile
trajectory is hard to be same even though the firing conditions were kept. Muzzle velocity
variance, muzzle jump, muzzle blast and aerodynamic jump are the random factors, which
can affect the exterior ballistic of the projectile. Especially Muzzle velocity variance and
muzzle jump are the main factors to cause the dispersion of the projectile.

A stochastic exterior ballistic model of Muzzle velocity variance and muzzle jump are
constructed to analysis the dispersion of the projectile. Monte Carlo method was used to
generate the random variance and quantize the direction of the muzzle jump. A sample of
M107 155mm projectile trajectories was calculated by applying this model.

The computational result gives satisfactory agreement with experimental data.

Keywords: 6-DOF Modeling, Muzzle velocity, Muzzle jump, Monte Carlo.
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Pao-Hwa Yang, Assistant Professor of Department of Mechanical Engineering, HUST.
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K MRt H VR - FOKER ~ HEERL
STZHITLAEE - DLEERRT HAYEDK - b
SEASIE TR T/ Se B A VE A B A &
HsR AR E TR THY T4 71 R AR 2 (AT
IHEERE5E - FRBRAR ER 7T 5 FHGE APFSDS »
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=R HEAT ) BEeiiRe (dEte
feioE ~ ZEFHSE APDS) o ELIRNERS [(E
R IR IS [R5 & Al s e R R E
e ol AR e 5H - LB AR 7B 2E VT T 41
=R S Z RG] > HLEACEH
o E RS TRGE H AR IR AT T - i
o e LY EECS (M3 Z RIE e FEE PR - DA
PROFEES [ - RIS R RE -

B = ~ AR E AL E 2 Z5E
Je PR aE T8 % & SR G iR P | A
TRATIRE » [F]RF (B S AG A = 2R E e )
BRI TN ZE RS (ERE B2 22 R E)
73 R {5 R G 2 A P R R T 5 55 S0 A ¥
FRos G 8 LV E A B EE) (precession )
EAEEEf3#EE)) (nutation ) » DUGRISFIELIR[A] AT
AN B - JERsig i YRS TE 40 B A
FRATHG H 22 @@ J7 2 BELs (CP, Center of
Pressure ) FAFEASE (v (CG, Center of
Gravity ) FiiJ5 * {E Y ER L BRI ¥T58EG
O E AR — ) R R M Y ) AE - LR
‘B BTGB FRREATRIE (static
axat o FRREIREHIVAS T AE
TR MR R3EEET » H5sAGZE

unstable )

RENIBR O RS E MR 7 > DA RS
AR TS A B AR (A BT T R R S A A
JCIBIRF#EETEE (static stable ) 3zat @ o8
HE RO BV O 7 T Y RE A P B A
& (stable margin ) » —fGEET 2B RE
Y 10% ~15% o DASER Ry [5G » g2 22 R
O FEAVEERERy L, - SRR E 00 Y

PEMEL, >

L-L, =00% > &2 E (neutral stable )
AR ENRSIE  F5 LA RG = R i
B DU TR RS e E - = A = 2R H el
R EE AR SRS IR (Magnus effect ) B
sE G tE A fmf% (Drift) 5 -

[ VU ~ R S L ~ B AL B ESR
B AETEH

[ 7~ RERBEEZE O
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7N HHEREER D A Y
M~ ZZREN AR B f%at B s AS TR
TR R AR S H SRS
55 P =5 R Y s R 4
(1) SERSTRITIFE LA RA TR
TEETHEIHASIE R ( Base Bload )=k
AYIRITRNBI - BB LML B R Ry
—IFfE RS BT RIS E
ZREZE -

S B REREEEHL

Tyl & Bl e SRS bhEE - FRR
S AR A 1t T R ASE 2B
JFEREE -

Ry g pT sz R SR - K2
S NN K A N
BRI o
KRR EER 2
RITEREEE R
BRSBTS FE M R B 7 -
HIHRE (1275 Yang & ARDC KX
FREAGTRERIMS R S S s A Ry
SN

(6) TRITHE HZHERS | I 2RI THE

BRI KSR N TRITHH BR e

KFG A H M T2 7 s BB AR G
(7) SEESHFs— MIHE

EE ﬂ&ﬁ%&ﬁ@%ﬁé’%ﬁ
& HH—4H 2 ) 7 A2 ORI R R (B AR T HY

(2)

(3)

(4)
(5)

E/
?é

BRI - TS 4H 2R B EITRITRS
FEZE RTINS REER T 40 2R E)
J1~ B HEJT - FHTE B AR BT
(Magnus force ) » ZR1& A4+ THZHEN &
g HEAE G TSR 2 RHIR (5 -
oE S Y R (R IR AR T 4y RS Bl g 6
EEEEE) > AL EE RN A R R
RIS E S EAET - s ES)
MR TR A RS H A & by
o -

AR JTRESC

F = mv (1)

Rt F A1V B Aol 4e
R R - m ]
TR

4 h

dt (2)

M

s M ORI H b 3558 8 2800 1 7 S A
B2 JIFERIERS BN E -
PSS - fR E AR E Ty
FEZCRIAT 5 AH b0 W {[E] 7 72 0l i R A 21
&> AT AR E N A B AT 2 - 1
JFEAZISEEY I —f By AN I AT RE B A
EEH A 2B R - (HEE E SRR
HIEFA RS Y b SR EAy 5 (E
BEHN— SR A R A RS B L b LIRS
BT RS RS I E BT o 400 1w R AR
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RLF AR — AT S AR (% - (st
(58] {4 Ry B BG BB P IR ORI AR fA P
IR RS 2 b SR T YT (E - BEHY
— SEAG R AR A B O B LIRS T8
FESSRAGE VIS - AL - R ARt
AT — LA S BN R (5 - B LA
1 Fys R HY BB A U > HOKU N R GEAG IE
BEARFTR R @ > FiTLA

F=mv+mawxv (3)

x H

=
Il
Q)

g
dt (4)
Hep > F R ERFEES > & )
m RiRESE R 0 o RS e R

V ORSERSEEETE - VR
NOEERE » M FfE FRRYAS 2 I SE R & -

H R raEE -

JifEs (3) B (4) HERAAJIEAE R
P e A AT B (& TR HE
ST ABEARE - FEERHERRE G A - B8
— MU > S ATEE T A Ry X o G
RATEER Y o SRR ER Z 4
I TS O-XYZ i FERE & S5htiEAG E
BRI AG EARE A A DASR RS 2 B0 Ry iR
Bl o BB AL 7 THER T F By x Bl FEEH.
B x BliiE) B2 T3 1A Ry y il A7 e AR
TERHZ T3 1A > NI AT o-xyz SEAG AT 2
oo ER ARG ZEEAE NFTR

F@T el

y
Y R .
)
e

[ 7~ it R A B A PR AR 25

R (3) B (4) APFHEIH
BB T EF0R » Al

XY Z BEFR SRS BE L x y
z 7715 2 SESREN 7 4y AR

MILlT-l-]Wj-l-N]; (6)
L-M-N GfF R AG R 2 x vy

z A Z IFEE

V=ui +vj +wk (7)
u v kR REG REAE 2 N SRAG TR TR

EBFEx-~y -z EZ9E

@=pi +qj +rk (8)
prqr R A AR S B EAE x vy

ZJ:Z/'\E' :

H=Hi+Hj+Hk (9)
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H, -~ H, -~ H &HEEELAEE
fEx yzbE2nE:

bt (1) (5) (7) A (3) K
At

X u 0 —-r gq |u
Y |=mv|+m r 0 —plv
Z w -g p 0 |w

(10)

i B 75 AR AR A B T R
X —mgsin@ =m(u+qw—rv) (11)

Y + mgcos@sing =m(v+ru— pw) (12)
Z +mgcos@cosg =m(Ww+ pv—qu) (13)

[FEEGRE (60~ (8)~(9) AL (4) 5
At

L H, 0 -r gq |H,

Mi\=lH |+ r 0 —-p|H,

N |a |2 p 0]H (14)
N H=Iw FrLA

_Hx_ I Ixx _Ixy _Ixz1 p—

Hy = _IXy [yy _[yz

_Hz_ __Ixz _Iyz Izz J 7"_ (15)
H. I, -1, —-I_|p

Hy = _IXy [yy _Iyz

H _[xz _Iyz [zz _7"_

1,\:}( _'Ixy _I'XZ p
+ _I‘xy Iy} _‘]yz q
-1 -1 1
Xz vz zz r (16)

N R de Ryl e (Rigid Body ) > #

I1=0

Hx Ixx _Ixy _Ixz p
Hy = _Ixy Iyy _Iyz q
H _Ixz _Iyz Izz

(17)
il (15)~ (17) MRAZL (14) (AT

<
i=)
S

L I, -1, —1.|p
{M =\-1, I, -I.|q
N| |-I., -1, I, |7
0 —-r q| 1., -1, —I.|p
Hr 0 -p|-1, I, -I.lq
- p O0]-1. I, I |r (18)

PRI B AR b L =1 =1 =0 H.1,

=1_#HZRA LS

L=1I_p (19)
M=1I,4+U.,—1_)p (20)
N=I_r+, -1, )pg (21)

i (1)~ (12)~(13)~(19)~(20) ~
(21) HEatAAETER EE/NEHH
& 2 A Ay & # 05 2 30 ( Governing
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Equation ) - 2% J7 12 2K 578 B8 (E 7 48
PEREZNZ RN u ~ v ~ W KA
R p o~ g 7o BRFTE Z RS

RIRTSKAS 58 B A 52 J711% Pt 78 A 2 4 1 2K
JEBLFE RS > Blu~v-wllp-q-r-{H
BEEEFTEt B A > R R B R T = AT
PERSIE R N TS IESE S R R
FIT 151 L 7% S A (I S TR B2 S o8 A
EME - BUAE DT RIS R - LS
— BT B AT R A £ b AN BLFT LS
4 SR A7 g T DA AL T R A 45 SR A B
b -

@ = p+gsingtand+rcosgtand (22)
0=gcosg—rsing (23)
w =(gsing+rcos@)sectd (24)

(25)

Xg u
Vi |=Ly|v
Zg w

Hepo Xp 0 yp o Zp Ryt EEATE 2 = il
WY R ¢ > 0 v FERITIARIHY

T A 2 — B BB AG IRA 2 = 2 HIC A
Ly Ry e FEAR 2 A B R AR 2 2
HEFE R (%

cos 6 cos ¥
Lys =|cos @sin y

—sin 60

sin ¢ sin @ cos ¥ — cos ¢ sin
sin ¢ sin @ sin ¥ + cos ¢ cos ¥
sin ¢ cos €
cos@sinfcosy +siny sin @
cos@sin@siny —sin @gcosy (26)

cosgcosl

TR (11)~(12)~(13)~(19)~(20) ~
(21) sHEENGERmATTIER (22) -
(23)~(24)~(25) > BURRIGIRASATH

TR P8 2L FE RS 6 ~ 6~ yr B4

BEX, ~ Y, o~ 2,0 KRS ERIGTHEEE

HOTAIPE R 2 NI AR LS X ~ yp

Aalige ~ 0~y -

=~ EHREEL

SEHREEE (Monte Carlo ) » ZEER
RECEAINEE L B BRI ERZ
SPHE gk e T e (e —fE
BB J772 I BE A L O AR e e g 22
R - Fired FE AR LB B —BIR4EER
WA BNV B ARE EHBES
HHAV B AR [E > TR IT AIEL
B -

SRR B RS B iR > 2 E(H
O] 2R ~ H PR ~ R CIAYME DR K 2%
REN B ERZ R BR8]
FEAARR{ > T A - L8 R 5R = B
RFEME > bliis tehE O R 2 BE iy
wE - WA FRZSREEL  EER
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ElENER Z BALE - AT ECER - 1
AT H AT SIS ' B IR mHIhE
LB s A AR T o il L o) R B b B
ik e Z EAbE  IIARE— 3
BRI Z BEAG - MRS 7S B R
PRI RR - B SRR TR TR
DR ©
B il ke A R T R ] AE S AR AR
LR 360 [& - RL LA AGE O R e vl
s A — {1 = A > 40l = (a) B (b)

o FEEA R TR 2RI -

SEAGHSE SRS Ry A BAIE - B
s A A7 B Pk R 2 AT RiE
Fs B B E - HIZEKEE B B EH WA
RIEREE - TR A B (8 = A 7P (]
A 1 BT 2)BRAT > O RyiR AR bR
FERUI ~ O Fysd Bk 8 42 5 1) -

(a)

2 3x/2

(b)
[~ f Pk A R R E

R E = AT AE R & o fg - 2E
Fiom > & ed(1) B laa 28 24 - fEAR
e ERHE R IEE 15 m/sec R LE
#omd(2)/H=mAICFE 1) 6/AE&ELL 0~10
JE RS b AR - md(3) B =AT (P 2) 0
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|m| =15-rnd(1)
|@| =15-rnd(1) - cos[rnd(2)]
|[AB| = 15 - rnd (1) - sin[rnd(2)]

VH 2 2 AB B EEIH 1 2 AB EEAH
[E > Ac K Be B2 A AIFRRAK,
|E| =15-rnd(1) - sin[rnd(2)] -
sin[rnd(3)]
|§| =15-rnd(1) - sin[rnd(2)] -
cos[rnd(3)]
FEZEEHREAE Z EER > 7G5 B
BB x~y ~z =(E 7 AR R
Vyx = 15 - rnd(1) - cos[rnd(2)]
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(27)

sin[rnd(3)] (28)
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SR o AT 2P - R (SR
RIF R RENIEEE » #E1T75 H FRE eisns
TE T R A R
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/HLQ
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TSR an R S F HY5E AR A X
B B SR S BT R A Ciks bt
A gy e AR 2B A AR o 5
FTasEg - SR ERYR THE B
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T~ MI07E A

% | FE&(mm) 155
1 = \ - [BEE(mm) 874.975
e (kg) 475

datal

5 5 (s (mm) 558
S x BB E S (ke-m™2) | 0.1539
AR v,z BEENIE R (kg-m”2) | 2.2133

8 B 3 B 8

El-0U ~ RS BB TEERER (%

R ETEEREH R

. 4w | Flight Time | Range Drift
l Be | (sec) (m) (m)
g 1 ]93.09 26050.61 | 772.1
2 |93.18 26212.92 | 771.84
3 [93.14 25730.05 | 790.66
Bl 7 - s 4 |193.27 26183.28 | 753.65
5 193.18 25624.22 | 800.17
6 |93.11 25958.05 | 773.53
7 193.19 25507.12 | 733.48
8 193.05 25645.85 | 817.01
9 193.01 25490.99 | 817.63
10 | 93.11 25969.92 | 766.95
K= P EEEAEE

Time | Range Drift

r w FEgME | 93.133 | 25837.3 779.7

TAEZE 1 0.0717 | 257.094 25.51
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Adaptive predictive PID controller based on
Elman neural network with hierarchical BP

algorithm

Chi-Huang Lu, Chi-Ming Lu, Yuan-Hai Charng

Abstract

This paper presents a predictive proportional-integral-derivative (PID) controller based
on Elman neural network (ENN) for a class of nonlinear systems. The ENN with both
online learning and well approximation capability is employed to estimate the nonlinear
function of the controlled system. The weights of the ENN identifier are trained by the
hierarchical backpropagation algorithm with the adaptive learning rate, the adaptive
learning rate is suitable for the ENN identifier can be convergent. The predictive PID
controller is derived via a predictive performance criterion and the adaptive optimal rate for
guaranteeing the convergence of the proposed PID controller. The stability analysis of the
closed-loop control system is presented by the discrete Lyapunov stability theorem.
Numerical simulations reveal that the proposed control law gives satisfactory tracking and

disturbance rejection performances.
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1. Introduction

The Model predictive control (MPC)

has been recognized as a powerful
methodology for controlling of a wide class
of nonlinear dynamic systems. Several
theories and pragmatic design techniques
have been proposed for a variety of
physical systems and industry applications
[1-4]. The MPC has also been recognized
as a useful control means for nonlinear,
time-delay and even multivariable systems.
In the past decade, researchers have paid
much effort in this quite challenging field
of nonlinear model predictive control;
some important theories and practices for
nonlinear model predictive control have
been documented in [5-9].

Since neural networks can
approximate any nonlinear functions with
arbitrary accuracy, they have been applied
to develop adaptive control of nonlinear
systems [10-13]. In particular, the recurrent
neural network (RNN) is a dynamical
mapping and demonstrates good control
performance in the presence of unmodeled
dynamics; each recurrent neuron has an
internal feedback loop, and then captures
the dynamic response of a system without
external feedback through delays [14]. In
the past decade, several researchers have
RNN-based

predictive control with its applications to

extensively  investigated

nonlinear [15-17]. The most

important characteristic of the recurrent

systems
neural networks is its connection to
memorize feedback information of the
history influence in the same neuron. In
this paper, the adopted Elman neural
network can be considered as a special type
of RNN. The structure of ENN is more
powerful than general self-recurrent neural
networks to deal with nonlinear dynamic
systems due to the cross-coupled
interference and effect of each state can be
approximated efficiently with the addition
context layer [18,19].
exhibit
their

between  the

Many industrial systems

nonlinear  behaviors, in that
mathematical relations

controlled and manipulated variables
depend heavily on the operating conditions.
To control the nonlinear systems, most
industrial controllers employ
fixed-parameter PID controller. However,
the control gains must be manually
adjusted at different operation conditions in
order to meet desired system performance;
thus, the responses of nonlinear systems
cannot be shaped into  desirable
performance using such controllers. Hence,
the nonlinear systems reveal the need for
adaptation of PID gains to achieve desired
system response. As early as 1942, Ziegler
and Nichols proposed the first PID tuning

method [20]. Lee et al. presented the robust
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PID controller design by fuzzy neural
network [21]. Using a hybrid evolutionary-
algebraic synthesis approach that combines
linear matrix inequality (LMI) techniques
based on K-S iteration with evolutionary
search, a scheduled PID controller is
designed by Kwiatkowski et al. [22]. Zheng
et al. developed a self-tuning fuzzy PID
controller for a switched reluctance motor
direct drive volume control hydraulic press
[23].

There are four objectives of this paper.
The first is to propose the predictive PID
controller based on ENN for a class of
nonlinear systems. The PID gains of the
proposed controller can be found using a
scheme similar to a well-known MPC. The
second is to solve the problem of the local
minimum in the backpropagation (BP)
algorithm and to improve the performance
of the BP algorithm under the multilayer
perceptron (MLP)

network, one

structure of Elman
neural combine the
hierarchical approach and the BP algorithm
to implement the ENN identifier. The third
1s to guarantee the convergences of the
ENN identifier and the predictive PID
controller via the adaptive learning rate
(ALR) and the adaptive optimal rate (AOR),
respectively. The stability analysis of the
closed-loop control system is studied by the
discrete Lyapunov stability theorem. The

fourth is to verify the feasibility and

effectiveness of the predictive PID

controller with its application to the
nonlinear systems.

The rest of the paper is organized as
follows. Section 2 describes how to
construct the ENN identifier for a class of
nonlinear discrete-time systems. Section 3
proposed that predictive PID control law is
derived and the stability analysis is studied.
Section 4 details the capabilities of the
proposed controller utilizing computer

simulations. Section 5 concludes this paper.

2. Elman
identifier

neural network

The section is devoted to developing
the ENN identifier for a class of nonlinear
systems. It is assumed that this nonlinear
discrete-time system is generally described
by the following nonlinear autoregressive
moving averaging (NARMA) model
k)= fluth=1), -, u(k=n,), y(k=1), = y(k=n,))

6]
where wu():Z+ >R and yp():Z+ >R are
respectively the system input and output;
FO) R >R

denotes the nonlinear

system function where n,=n,+n, ;

n,ezZ+* and n, eZ+ are the orders of the

system input and the system output
respectively.
The ENN architectures have been

adopted to emulate the unknown nonlinear
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systems described in [19]. In the sequel,
this output of the ENN to approximate the
nonlinear system (1) is represented by

(k) . Expressed mathematically
5, (k) = a(zl wix, (k) + X, (k= 1)j )
i= j=

§0) = X s, (k) 3)

where x;(k) is the input variable of the
input layer and the activation function is
given by o(v)=1/(1+ev). wj and w?

are the weights for the ENN in the input
layer, the hidden layer and the output layer,

respectively.

Output Layer

Hidden Layer

¥, (k)

Figure 1. Structure of an ENN trained
with  the  hierarchical BP

algorithm.

2.1. Hierarchical BP algorithm

It is well known that the operation of
the conventional BP algorithm will result in

the occurrence of the local minimum that

maybe leads to poor performance.
Therefore, it is necessary to decrease the
bad effects of the local minimum on the
performance. The multilayer perceptron
structure of Elman neural network, trained
with the hierarchical BP algorithm is
shown in Figure 1.When being trained with
the proposed hierarchical BP algorithm, the
entirce MLP ENN is divided into two
subnetworks and every single subnetwork
is trained with an individual BP algorithm.
Under this design, the ENN is determined
by all BPs in the hierarchical BP algorithm,
it can avoid the occurrence that the local
minimum achieved by a single BP
completely decides the ENN [24,25].

A weight updating rule for the ENN
hierarchical BP

algorithm is adopted throughout the paper,

identifier using the

and then the weights is recursively updated

as

WO (k)= w0 (k 1) + Aw? = w0 (k — 1) — o X&)

g
= w0 (k=1 + 75 (ks (k) 4)
L)y =wl(k - L= wi(k=1)—n! M

wj (k)= wy (k-1D+ Awj = wj (k=1 nj Gw,j
=wji(k=1)+n}y,;k)x; (k) Q)

where n° and 5! are the positive rates,
and yeo(k) and wli(k) of the

performance criterions are defined by
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wo (k) = (y(k) = (k) [2 = 72 (k) /2 (6)

k) = (vt -5, [2= 57 (k)]2 (7)

2.2. Adaptive learning rate

In general, if a small value is given for
the learning rate, then the convergence of
the neural network will be guaranteed, but
the convergence rate may be rather slow.
Conversely, if a large value for the learning
rate is considered, then the neural network
may become unstable. The following
statement shows a guideline in selecting the
learning rates properly, which leads to the
ARLs of the Elman neural network.

Define a discrete Lyapunov function
candidate as /(k)=y2(k)+ %y}(k). Then
Jj=1
one obtains

SU(k) = 0(k +1) = (k)
= ()25 (k) + F (k) + z &, (027, k) + &, (k)

(8)
By the method in [17], &(k) and &, (k)

can be represented as

TE) g0 - oy TO

F(k) = Tz 47 = (k)( J 9)
0, &,

&, (k) =—— ol wp=-n}y ,<k>( w0 J(IO)

From (9) and (10), (8) can be expressed as

wr--rof 22 e-r(22)
Wj
m aN' k 2 a‘ k N
—Zﬂﬁif(k)( 2,(})} [2_,75{ yj(,)J J
Jj=1 W) 8wi].

(11)

To satisfy &l(k) <0, it is necessary to

restrict to (11) which guarantees the
convergence of the ENN with hierarchical
BP algorithm. Before closing this section,
one suggests that the ALRs be selected as
following (12) and (13)
guarantee these selecting learning rates

in order to

inside the stable region.

1 1

’70: 2211/ (12)
Fh))  Xsk)
ow? =
e (13)
F0) | Xk
( ow) J

3. Predictive PID controller

In general, the PID controller in

discrete form be represented by

w(k) = K pe(k) + K, 3 e(x) + K p(e(k) — ek ~ 1))

(14)

where e(k)=r(k)-y(k) and r(k) is the
input reference signal of the control system.
The incremental PID controller can be

given by
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u(k) = u(k —1)+ K » (e(k) —e(k —1))+ K ,e(k)

+ K (e(k) = 2e(k —1) + e(k - 2)). (15)
The parameters K,, K, and K, of PID
controller is derived from the optimization
of the predictive performance criterion

based upon using the gradient descent
method, that is

Kp(k)=Kp(k-1)+AK,

0Jp(k+p)

=Kp(k-1)— 2/1” oK, (16)
K, (k)=K,(k-1)+AK,
, 8J,(k+p)
=K, (k-1)— 2/1 e (17)
Kp(k)=K,(k-1)+AK
=K,(k-1)— z/lp agD(k) (18)

where

Tolk+ p) =~k + p) = 50k + p) =k + p—=1) = 5k + p—D))
2

=—(e(k+ p)—é(k+p-1))

&3 (k+ p) (19)

l\)lr—* le

Jz(k+p)——ez(k+p)=—e,(k+p) (20)

JD(k+p):%(é(k+p)f2é(k+p71)+é(k+p72))2

:%ég(k) . 1)

N, is the predictive output horizon and

y(k + p) 1s the p-step-ahead prediction of

y(k) . In order to reduce computational load
of the predictive PID controller, let
u(k+N,)=-=u(k+2)=u(k+1)=u(k) ;
then one has

oJp(k+p) _ dJp(k+ p) 8ep(k + p) Oy(k + p) ou(k)
oK,  0ép(k+p) op(k+p) ou(k) 0K,

= ey (k+ p)(%wf’s"f (k+ pywi, j(e(k) —e(k-1))

(22)

0J,(k+p) _ 0J,(k+ p) de;(k+p) oy(k+p) Ou(k)
oK, & (k+p) Pk+p) ouk) K,

=6, (k+ p)(%wjos}(k + pywl, je(k) (23)

0Jp(k+p) _ 0Jp(k+p) Oep(k+ p) Oy(k+ p) u(k)
oK,  p(k+p) dpk+p) ouk) 0K,

=&y (k + p)[iw?s; (k+ p)w{jj(e(k) —2e(k —1)+e(k -2))

24)

where

si(k+p)= G(ZW,, l(k+P)+ZS (k+p- )j ;

E(V)=m.

(25)

3.1. Adaptive optimal rate

The following statement shows that
the predictive PID controller is convergent
via the adaptive optimal rate. Define a
discrete Lyapunov function candidate as

ak>— (ep<k+p>+e,2(k+p)+eD<k+p))
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(26)
Then we have
SU(k) = 0(k +1)— ((k)

»

8p(k+ p)2ép(k + p)+ &p(k + p))

M=

1
Il

£ Y&, (k4 p)28, (k+ p)+ &, (k+ p)

+ 38 (k+ p)2ey (kv p)+ (k4 p))  (27)

Since  oep(k+p) , o, (k+p) and

o, (k+ p) can be represented as

&, k+p) = L2

Kp

oé, (k + p)
K

AK )’

=—zzép<k+p>( (28)

oe;(k+p)
&, (k+p)=—L""Pzg
I oK, I

=218, (k + p)(WJ (29)

0é, (k+ p)
oK ,

=226, (k + p)[w] . (30)

dep(k+p)= AK),

From (28), (29) and (30), (27) can be
expressed as

aﬁ<k+p>J2

— N,
Sl(k) ==Y Abe3 (k+
(k) 2 per( p)( oK,

(2_ ﬂi(aﬂkw)ﬂ
oK,

s dk+p) Y[, (kY
pz_:]}“peI(k‘*'P)[ oK, ][2 /Ip[ oK, j]

@w+pq15_%[@W+qu
oK, oK,
@31

To ensure a convergence of the
predictive PID controller, the AOR can be
set as (31), (32) and (33) so as to have
50(k) < 0 ; the AORs are given by

N,
- 2 Apep (k +p)[
p=1

1
Hk+p))
oK ,

AP =

4

- 1 _ (32)

(( g wos (k+ pyw|, j(e(k) —e(k - 1))J

1

My =—————
(aﬁ(hp)J

oK,

- 1 (33)

([z WwOs' (k + pywi, je(k)J

1

Hk+p)\
oK ,,

AL =

1

[(Z WS (kv j(e(/d ~2e(k ~1)+ e(k - z)ﬂ

(34)
3.2. Stability analysis

The stability analysis of the
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closed-loop control system is based upon
the Lyapunov approach. Suppose the ENN
identifier used for predictive PID controller
design is stable. It is well known that the
purpose of control is to force the output of
the controlled system to track the desired
trajectory of the system accurately. From
this point view, one defines a discrete

Lyapunov function as follows:

L) = LB (k+ p)E(K+ )

+§5ET(1¢+ p)SE(k + p). (35)
where

E(k+p)=[e,(k+p), & (k+p). ép(k+p)]
OE (k+ p) =[8, (k+ p), 3, (k + p), & (k+p)]
Then one has

SL(k) = Nz:"]5ET (k+ p)2E(k + p)+ SE(k + p))

+ %5(5Ef(k + P)N28E (k + p) + 8(SE (k + p)))

= 60(k) + 5l(k) (36)

where o/(k) is obtained from (31) and

_ Nz:”]%aé,z (k+ p)[.aﬁ(ak]: p)j [2 - l;(—aﬁ(ak[: P )J J

2 2
B p[ 2422 2o y(B0Y)

D

(37)
From (32), (33) and (34).Then (37) becomes

B <=6k + p)+ 8+ p) + 83k + p)

— > (82 (k+ p) + 82 (k+ p) + &3 (k + p))

p=1

NP
<23 (e3(k+ p)+&(k+ p)+é3(k + p))
p=1

<—2%E7(k+p)E(k+p). (38)

p=1

Apparently the equilibrium point of
the control system is
(E(k + p), GE(k + p))=(0, 0) ; this implies
that the output of the controlled system will
accurately track the desired output and
remain on the desired trajectories. Hence,
the stability of the
Elman-neural-network-based predictive

PID control system is guaranteed.
4. Computer simulations

The examples of this section show the
effectiveness of the predictive PID
controller and the stability analysis of the
control system. Simulations are performed
on a personal computer using MATLAB
program codes.

Example 1 © Consider the control of a

nonlinear dynamical system given by Sales
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and Billings [26]. The system model is
described as follows:

(k) =0.9722(k 1) +0.3578u(k —1)—0.1295u(k — 2)
~0.3103y(k — Du(k —1) — 0.04228y2 (k — 2)
+0.1663y(k — 2)u(k —2) —0.032592 (k — 1) y(k —2)
~0.3513p2 (k — Du(k — 2) + 0.3084 y(k — 1) y(k — 2)u(k - 2)
+0.1087y(k — 2u(k —Du(k —2)+v(k) . (39)

The objective is to make the system output

y(k) tracks a reference input using the
predictive PID controller, and the reference
input r(k) and the external disturbances
v(k) specified by

rky= b 0<k<200
70, 200 < k <400

0, 0<k<100
v(k) =40.05, 200 < k < 600
0.2, 600 < k <800

T T T T
—— proposed controller | | | |
—— PID controller | | | |
| | | | | | |
| | | | | | |

n ! N D | R
| | | | | |
| | | [ | | |
| | | I | [ |
| | | [ | I |
| | | I | I |
05 — — 4+ — — - 1= — = — — 4]- - - [ 4 - -

| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
0’777777\777\7777%1/ T 4 T
| | | | | | |
| | | | | | |
| | | | | | |
| | | | | | |
05 ! ! ! ! I I I

0 100 200 300 400 500 600 700 800

sample number

Figure 2 Output responses.

|
700 800
sample number

Figure 3.

Control signals.

The prediction output horizon of the

proposed controller is selected as N, =3

and the hidden node of the ENN identifier

is chosen as n,=3. It is desirable to

compare a proposed controller and a
conventional velocity-type PID controller
(Kp,=15, K,=02 and K, =0.01).
Figures 2 and 3 show the output
responses and the control signals of the
proposed predictive PID controller and the
conventional PID controller under setpoint
changes and constant load disturbances,
respectively. For the duration 200<% <600,
the resultant maximum overshoots of the
proposed controller and conventional PID
11.3% and 13.9%
respectively. The results show that the

controller were

proposed controller has good response in

the disturbance v(k)=02 than the

conventional PID controller.

In the presence of disturbance
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v(k)=0.2 for the duration k=600, Figure ® 5( y(k—1) J
y)y=<| ———— |+
2 discloses that the conventional PID 81+ y2(k-1)
controller has an unstable tracking 0330k —1) +u(k —1) + v(k) . (40)

performance, which represents that
conventional PID controller using the fixed
parameters K, , K, and K, 1is not

capable of controlling nonlinear system
under disturbance changes. As can be seen,
the output performance of the proposed
predictive PID controller is significantly
better than this that can be obtained with

the conventional PID controller.

1.5

R L

| [ N
I I
I I

05 — —— A= ——— b ——— o ———— — — — |~ — — —
I I
I I
I

Aek) 0

-0.5

Figure 4. System response in the phase

plane.

Figure 4 demonstrates the satisfactory
phase plane, the system response indicates
that the proposed predictive PID controller
has zero steady-state tracking error and the
resulting closed-loop system is stable.

Example 2: Consider the control of a
discrete-time nonlinear dynamical system
given by He and Jagannathan [27]. The
system model is described as follows:

The objective is to make the system
output  tracks a reference input using the
proposed controller. The reference input

and the disturbance specified by

2
—— Reference signal
—— Output signal

Amplitude
)
o o
f{_ﬁf;’/
—
—
B
e
S
—
j—f.”l

0 50 100 150 200 250 300
Time(second)

Figure 5. Output performance of the

predictive PID controller.

sin(wkT'+7/2),=0.1, 0 <k <3000

r(k)=

3000< k£ <4000
4000< k£ <5000
5000< k£ <6000

Wk = [0 0<k <2000
= 1.5, 2000 < k < 6000.

where the sampling interval 7 is taken as
50 ms, and the white Gaussian noise with a
standard deviation of 0.005 is added to the
nonlinear system.

Figure 5 shows the reference signal
and output response of the proposed
controller under setpoint changes. The

result indicates that the proposed control
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system has a good tracking performance.
These results also reveal the usefulness of
the predictive PID controller for this class

of nonlinear systems.

5. Conclusions and Future

Work

5.1. Conclusions

This paper has proposed a systematic
design methodology to develop the
predictive PID controller based on Elman
neural networks for control of the nonlinear
The ENN identifier with the

hierarchical BP algorithm has been used for

systems.

the mathematical model of the nonlinear
system and the proposed PID controller
with the predictive performance criterion
has been designed for control of the
nonlinear systems. The stability analysis of
the closed-loop control system is presented
by the discrete Lyapunov stability theorem.
The real-time control algorithm, including
the adaptive learning rate and adaptive
optimal rate for the ENN identifier and the
predictive PID controller respectively, has
been successfully applied to the illustrative

nonlinear discrete-time systems.
5.2. Future work

This future work might be concerned
with two directions. One is proposed

controller for developing the nonlinear

industrial systems. The other is to work
toward the use of multi-input multi-output
industrial systems to perform the tracking
function the closed-loop systems so that the
desired can be

system specifications

achieved.
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The characteristics investigation of acrylic

with magnetic abrasive finishing

Tung-Hsien Tsai, Fu-Ming Chang, Sheng-Han Chiang

Abstract

This article investigates on how to adopt magnetic field energy and abrasive to
grinding and to burr an acrylic. Surface characteristics and roughness of acrylic material are
investigated in different machining conditions such as spindle speed, feed rate,
nano-magnetic abrasive size and the gap between tool and materials, respectively. The
benefits of grinding process and consumption of abrasive are obtained by observing the
relationship between the fluctuations of magnetic field with different abrasive amount and
abrasive movement in various abrasives, magnetic intensity, and speeds. We use
non-magnetic 304 stainless steel abrasive to reduce the abrasive wear through the design of
different machining conditions and compare the improvement of the penetrability of the
acrylic surface. The experiment results show that the maximum roughness was RaO.lZ,um

and 0.16,4m respectively for different machining and grinding parameters.

Keywords: Machine Center, Magnetic Abrasive Finishing, Acrylic ~ Transmittance.
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